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Introduction

From time to time prospective clients ask for agbtbat Java CAPS will not loose
HL7 messages in the event of machine or netwollréai

In this Note a heterogeneous, non-clustered calectf hosts will be used to
implement and exercise Java CAPS 6/Repository HLGased solutions. The
environment consists of two independent “machinesiich are not a part of an
Operating System Cluster. Each “machine” hostsas$Hish Application Server,
which is the Java CAPS 6 runtime. Application Ses\age independent of one
another and are not clustered. This is to demaestinat HL7 processing components,
and solutions based on these components and ¢dmelasd components in the Java
CAPS infrastructure, can be designed and implendantsuch a way that message
loss in the event of typical failure and disruptgmenarios is avoided.

This note discusses an exercise involving an exaimghlthcare environment
processing HL7 v2 messages. Discussion includdsmization of a generic Java
CAPS 6.2 VMware Virtual Appliance for a specific Hlexercise and deploying
ready-made Java CAPS 6/Repository-based solufldresexercise for HL7 eWay
and HL7 Inbound and Outbound projects, processiog ¥2.3.1 messages, will be
conducted and discussed.

The reader will be convinced that a resilient J@®¥&S solution can be configured
and that it will process messages in the facemtdy failure and disruption scenarios
without message loss or duplication.
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Note that this article is not introductory in nault assumes that the reader has a
fairly good working knowledge of the Java CAPS QYava CAPS 6/Repository
product and a good working knowledge of relateédsreuch as HL7 messaging,
virtualisation and suchlike. These matters areemptained in this article.

Goals

HL7 v2.3.1 messages will be sent to a HL7 Recédwosted on a machine which is
experiencing scheduled shutdowns, unscheduledesasid network outages. The
HL7 Receiver will pass the messages it receivesdownstream host. It is expected
that all messages sent by the original senderbeilleceived by the final receiver at
least once, in the order in which they were sent.

1. Demonstrate configuration of a pre-built HL7 Outbhdwproject to support

retries

Demonstrate configuration of pre-built HL7 Inboyprdject to support retries

Demonstrate HL7 Inbound project transactionality

Demonstrate JMS tranactionality

Demonstrate behaviour of the solution when the Vpplance crashes and is

restarted

Demonstrate behaviour of the solution when the Vpplkance is shut down

from the operating system level and is restarted

7. Demonstrate behaviour of the solution when the &ptibn Server in the VM
Appliance is shut down and re-started

8. Demonstrate behaviour of the solution when the Nétinterface Card is
forcibly disconnected and re-connected

9. Demonstrate end-to-end lossless message processing

ablrwn

o

Assumptions

Familiarity with Java CAPS 6.2/Repository developirend the use of pre-built HL7
projects is assumed.

It is assumed that pre-built logic in the HL7 Inbduand HL7 Outbound projects is
appropriate for the exercise. No modification a$ tlegic will be made.

It is assumed that a single-node Java MQ JMS imgteation will suffice for in-
flight message persistence for a single-node psieg&nvironment to demonstrate
HL7 projects resilience capabilities.

JMS redelivery handling will be used to attempitedeliver a message to outbound
the HL7 eWay and the HL7 eWay redelivery handlinky e used to redeliver to the
remote receiver.

It is assumed that demonstration of HL7 messagsftvamation is not required to
prove that no message loss occurs.

Exercise Environment

The runtime environment for the exercise will cehsif a VMware Virtual Machine
with Java CAPS 6.2 runtime installation, and thewdle Host machine with a full

2 of 33



Exercising a Resilient Java CAPS 6 HL7 v2 Repogifwolution

Java CAPS 6.2 development installation, in additeits regular duties as the
VMware host. Construction if this Virtual machiisediscussed in the blog article
“Installing Java CAPS 6.2 Runtime on the Basic J&@diance for HL7 Resilience
Testing at http://blogs.czapski.id.au/?p=563

Let’'s customize the virtual machine.

The VM will run a part of the solution. It will biae solution, and the host, which are
subjected to failures, network interruptions andeoly shutdowns. The other part of
the solution will run on a different host, in tltgse the one which hosts the VM.

We need to allow the VM to resolve the name offtbst partner host. Let’'s modify
the /etc/hosts file on jc6202 and add the FQDNaras$es of the partner. For me this
is mcz02.aus.sun.com, alias mcz02, alias mcz02.haittethe physical address of
192.168.47.1.

¥
¥
¥
¥

In a default configuration the Sun Java System Eigs©ueue (Java MQ), used in
the exercise, does not synchronize its messagetetalisk. This means that the Java
MQ keeps a certain number of message in memotypasdesses them and in a crash
scenario message loss can occur. To avoid poteméistage loss one must enable
synchronization using the Java MiQq.persist.file.sync.enabled property (see
http://docs.sun.com/app/docs/doc/820-4916/gheap@afar an overview). Enabling
synchronization has negative performance implicetiso this is a trade-off between
reliability and performance. Add “-Dimg.persisEfisync.enabled=true” to the
jc6202’s GlassFish Application Server JVM optiossng the GlassFisk Application
Server Administration Console.

 Sun GlassFish™Enterprise Server v2.1

EI C{l‘jwn Tazks "‘j Application Server
- [ = | - [ - -
egistration neral JVM Settings ogging or | ag
'@ Registrat General ngs | L | Monit Di
Appiication Server T 4 T — :
: o | General | Path Settings | JVM Optionz | Profiler |
v Applications L L 8 s
> Enterprize Applications JVM Options
L Web Applications Wanage JVM options for the s=rver. An option value with & =pace needs to
EJB Modules g
Options (19)
3 Connector Modules ==z
Sh s Add JYM Option Delete
» [ Lifecycle Modules 154 (o) :
Application Client Modules | | value
i Web Services I~ —.Ijimq.persist..file.sync.enabled#n.le R
" rﬁ JBI N -X)(:MaxPenﬂSize_=152‘|1

The schematic below depicts the “physical” envirenin
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mcz02 Windows jc6202 JeOS Windows XP SP3

Java CAPS 6.2
Full Installation

Java CAPS 6.2 VMware Host
Runtime Only SSH Client Host

— VMware Guest

1

— Physical Host

To facilitate discussion of the solution, the hesstironment will be shown as though
mcz02 consisted of two separate hosts, whichnibts

mcz02 Windows jc6202 JeOS mcz02 Windows

Java CAPS 6.2 Java CAPS 6.2
Full Installation Runtime Only

Java CAPS 6.2
Full Installation

— Physical Host

— VMware Guest
— Physical Host

This is to convey the separation of the originaldss from the final receiver and
make diagrams more readable.

Solution Implementation

The solution is designed to exercise a heterogenemun-clustered, failure-proof
configuration for HL7-based messaging implementetio
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Original Sender Intermediate

HL7 HL7
Outbound Inbound

g01SOriginal q02RIntermediate
SenderQOut ReceiverDat

Batch Queue Queue
2Queue 2Queue 2Batch

q02SIntermediate g03RFinal
SenderrDat ReceiverDat

HL7 HL7
Outbound Inbound

Intermediate Final Receiver

There are three project sets: an Original Sendeintarmediate and a Final Receiver.

The original sender reads multiple records froriegih a file system and sends each
record as a separate message to the intermedaaiyee using the HL7 over TCP
transport. It then waits for an accept acknowledg@m a HL7 standard response
message, send back by the intermediate receiver.

The intermediate receiver receives a message, femdsessage to a JMS server,
generates an accept acknowledgement and senakitdoene original sender.

There is an intermediate forwarder which readsiteesage form the queue to which
the intermediate receiver sent it, logs selected NISH fields to the console and
sends the message to another JMS queue.

There is an intermediate sender, which receivesssage from the JMS queue into
which it was deposited by the intermediate forwardends it using the HL7 over
TCP transport to the final receiver and waits fer &ccept acknowledgment.

The final receiver receives a message from the iHtefmediate sender and writes it
to a file with the unique name containing the mged® and a date/time stamp.

All components of the solution process HL7 v2.30TAAO03 messages, sent from
senders to the receivers, and HL7 v2.3.1 ACK messsagtuned by receivers to
senders as accept acknowledgments.

A typical AO3 message might look like:
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0 A0 20 30 A0 50 B0 PO B0 30, 100,
1 MSH|“~\&|Syscemn|Hosn|PI|MDM|20080910112956||nDIAnozipooooo_CTLID_2008091011295§}P|2.3.1|||AL|NE

z EVN|&03|200809101125956] | | JTavaCRESE~"~"" """ TSERS

3 PID|1]| |AQ00010"""HosA MR "HosA | |Fessel "Abigail| |19460101123045|M|||7 South 3rd Circle”™"Downham Market”"Eng:
4 BVL|1]|I||I]||FUL"Fulde Gordian®"~""snsas MAIN| [ |EME[ [[]]]]]|V2008090801529~~~~VISIT|[[[1I1111111111]]DISH

_loc]|111112008090801529|20080910112956

c

Highlighted is the Message Control ID field, whietmbeds a message sequence
number.

A typical acknowledgement message might look like:

s nann I o annnan Bannionn S0annionn S0 oamnonn B0 nannne G0 anoionn G0 owniomn B0annioon Ghonoionndd
1 MSH|~~\& | PI|MDM|Systemh|HosA|20080910112956| | ADT~ACK|000000_CTLID 20080810112956|F|2.3.1]| | |AL|NE
z MSF('I:CD.!OOOOOO CTLID 2008091011295@02;‘-& —on-mcz02 |[Host mcz02 accepted and forwarded the message| |D

3

Highlighted is the part of the Message Control fDh@ message to which this is an
acknowledgment.

Discussion of the HL7 version 2.3.1 messaging stetht well beyond the scope of
this article. Please s@evw.hl7.orgfor material on the topic.

The Message ID, which is critical in this implemegidn to recognition of gaps in
message sequence and out-of-order message delsremgpedded in each message.
Since each message is either a HL7 v2.3.1 ADT AB88saige or a HL7 v2.3.1 ACK
message, MSH-10, Message Control ID filed in th& AAd MSA-2 Message Control
ID in the ACK are used to carry a uniqgue Messagele message id looks like that
shown below:

000000_CTLI D_20080910112956

The first 6 digits of the message id are the sauahber, which is unique, and
contiguously increasing in each message. Messagk ie 000000, message 2 will
be 000001 and so on.

Names of files written by the final receiver, caniag application messages, will
start with the message id. Any breaks in sequernit®evreadily apparent to a human
by inspection of file names in the destination cliogy.

File names will look like these shown below. Ndte sequence numbers and
timestamps embedded in file names.

Mame =
000000_CTLID_2008091012529,hi7.out
000001_CTLID_20080911103720.hi7.out
000002_CTLID _20080910093806.hi7.out
000003_CTLID_20080912104117.hI7.out
000004 _CTLID_2008091202542.hl7.out
000005_CTLID_2008030902313.hi7.0ut
000006_CTLID_20080910114132.hI7.out
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The messaging stream is serialized at the sendirebiL7 eWay in such a way that
the sender will not send a new message until dived an acknowledgment for the
previous message.

It is critical to ensure that the sender recogntbasthe receiver crashed and to retry.
The retry must be timely. The time taken to wait fo
mcz02 a response before concluding that it is not gaing t
come must not be so long that it unduly slows down
message processing, and must not be so short that a
longer then normal time to produce a response
causes the sender to re-send the request when no
receiver failure actually occurred.

Overview of Final Receiver
Projects

The Final Receiver project (an instance of the pre-
built priHL7Inbound) receives messages from a

HL7 eWay and deposits them in a IMS Queue. A
Queue2Batch project receives these messages from
JMS and writes them into a specific file system
directory, one file per message.

Queue
2Batch

q03RFinal

HL7
Inbound

The HL7 Inbound is an instance of the standard,
pre-built prjHL7Inbound.

Final Receiver The Queue2Batch is based on a simple Java
Collaboration.

Elu 03RFinalReceiver 12
Cl 03RFinalReceiverDP 13 public com.stc.codegen.util.TypeConverter typeConverter;
E+E3 priHL7Inbound 14
%jodHL?[nbound 15 public void receive
=N QueueBatch 16 { com.stc.connectors.jms.Mes=zage input,
--'t:j—IL?_ZSL_ADT_AOS 17 com.stc.eways.batchext.BatchLocal BLFOut,
el cCueuedBatch | 18 wdl.HL7 231 ADT RO3 1560927876.ADT A03 A03 )
B[ CAPS Components Library 19 throws Throwable
B~y HL7ReslienceTemplates 20 {
E]---B 1531 21 L03.unmarshalFromString( input.getTextMessage () ):
22 String sFileName = A03.getM3H() .getMshlOMessageControlId() + ".hl7.out";
23 H
24 BLFCOut.getConfiguration() .setTargetFileName ( sFileName ):
25 BLFCut.getConfiguration() .setTargetFileNameIsPattern( false );
26 H
| WAH_ENV - Navigator 41 x 27 BLFOut.getClient () .setPayload( input.getTextMessage ().getBytes() ):
28 BLFCut.getClient () .put():
23 logger.info({ "\n===>>> Writing to file " + sFileName );
30 }
21

The collaboration constructs a file name, basethermessage control id embedded
in the HL7 ADT AO3 message, and writes the ent\i& Jpayload to a file with that
file name.

The connectivity Maps are shown below.
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[}@ TN _ 7

2 ) .

eaHLFInbound jedHL Finboundt o d03RFinalReceiverDat
e

g03RFinsIReceiverErr

pel-——a—fh——0 )

gl3RFinalReceiverDat  cmGueue2Batch_jodtusus2Batch CELFoueussEatch

As delivered, the HL7 Inbound pre-built componeas a coding bug which prevents
it from correctly recognising HL7 accept acknowledwents (type C). The
jcdHL7Inbound collaboration in the prjHL7Inbound sttoe modified to correct this
bug.

Open the collaboration, locate the line that reads:

“if
(i nput.get HL7Messagel nfo(). get HL7Acknow edgnent | nf o() . get Acknow edgne
ntLevel () == "C") {”

and change it to read:

“if
(i nput.get HL7Messagel nfo(). get HL7Acknow edgnent | nfo() . get Acknow edgne
nt Level (). equal sl gnoreCase( "C' )) {”

The developer clearly confused languages and vz t

Save the collaboration and re-build any projectshich it is used. From now on the
accept acknowledgement setting will be correctbpgnised.

All project exports are available for download as
JC62_HL7_Resilience_Project_Exports_with_Envs.zip a
http://blogs.czapski.id.au/wp-

content/uploads/2010/04/JC62 HL7 Resilience P
roject Exports_with Envs.zip and

JC62 HL7 Resilience Project Exports no Envs.
Zip athttp://blogs.czapski.id.au/wp-
content/uploads/2010/04/JC62 HL7 Resilience P
roject Exports_no_Envs.zip

It is assumed that HL7 eWay and HL7 2.3.1 OTD
Libraries are installed.

jc6202

Intermediate

HL7
V| Inbound

q02RIntermediate

Seciieta Overview of Intermediate
Projects

The intermediate receiver, an instance of the pre-
built priHL7Inbound, receives messages from the
HL7 eWay, sends the HL7 payload to the JMS

HL7
QOutbound

Intermediate
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Server, constructs a HL7 ACK message and send&@keas a response to the
sender.

The HL7 message is picked up by the Queue2Queeieriatiary project which parse
HL7 MSH segment, logs the MSH-10 Message Contrdblihe server.log and sends
the whole HL7 message to another JSM queue.

The HL7 message is picked up by the sender intaengdvhich is an instance of a
priHL7Outbound pre-built project, sends it to a Héxternal and waits for the
application ACK.

Remember to make sure that the jcdHL7Inbound cotktion is fixed to correctly
recognise accept acknowledgment settings in the @Way configuration, as
discussed in section “Overview of Final Receivesjéuts”.

The connectivity maps are shown below.

£l
IntermedisteReceiverJou
Lzl o it & Bl

L ) ¥ =

cHL7ORntermedisteReceivey  CMO2RINtermedisteReceiver_jod boundi  902RIntermediateReceiarDat

glZRIntermediateReceiverErr

[l
gl2sintermedisteSenderDat
cml2RIintermedisteProcessor_jodCiueus2auesue]

2
Zintermediste=enderJou
o &5 o T

T TCEIF
; i i 2
go2EintermedisteSenderDat cm02SintermediateSender chMunm CHLTOESIntermedisteSendercut

a
gl2sintermediate SenderErr

The intermediary processor is a simple Java colidlmm, there merely to log the
MSH-10 Message Control ID. The intermediary rececauld directly send HL7
messages to the queue to which the intermediadesdistens instead of adding
another component to copy messages between queues.
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§i) 02PIntermediateRecsiver
E-jgh D2RIntermediateProcessor
1 02RIntermediateProcessorDP

i o
- 028In
- 03RFinalReceiver

- i CAPS Components Library
-l HL7ReslienceTemplates
-y 1531

| WAH_ENV - Navigator 1l x

<No View Available> 27

PUDLLG Glass JUUyUeUSL usUs

{

¥

public com.stc.codegen.logger.Logger logger;

public com.stc.codegen.alerter.Alerter alerter;

public com.stc.codegen.util.CollaborationContext collabContext;

public com.stc.codegen.util.TypeConverter typeConverter:

public woid receive

( com.stc.connectors.jms.Message input,
com.3tc.connectors. jms.JMS JHSCut,
com.stc.SeeBeyond.OTD_Library.HLT7.Generic.HL7_GENERIC_EVT.GENERIC EVT HL7Gen )

throws Throwable

HL7Gen.unmarshalFromString ( input.getTextMessage () ):
logger.warn{ "\n===>>> "

Passing message with ID:

+ HL7Gen.getMSH () .getMshlOMes=sageControlld() );

JM30Qut.send( input );

All project exports are available for download as
JC62_HL7_Resilience_Project_Exports_with_Envs.zip a

mcz02

Original Sender

HL7
QOutbound

q01S0riginal
] ut

Batch
2Queue

http://blogs.czapski.id.au/wp-
content/uploads/2010/04/JC62_HL7_Resilience Pr
oject _Exports_with_Envs.zip and
JC62_HL7_Resilience_Project Exports_no_Envs.zi
p athttp://blogs.czapski.id.au/wp-
content/uploads/2010/04/JC62_HL7_Resilience Pr
oject Exports_no_Envs.zip

Overview of Original Sender
Projects

A Batch2Queue project in the Original Sender reads
a file containing multiple HL7 ADT AO3 records

and sends each as a separate message to a JMS
Queue. The HL7Outbound, which is an instance of
the pre-built prjHL7Outbound, sends each message
to the external using the HL7 eWay and waits for
the HL7 Accept ACK.

Normally one would feed the solution we are
discussing with messages from some hospital
system, for example a lab system or a patient
registration system. Since | don’t have one of¢hes
to offer the Batch2Queue is the external system
simulator. What it does to emit a series of HL7 v2

messages, and how it goes about doing it, is @dliyneelevant to the discussion on
HL7 messaging resilience. Since, however, it ig &ioky, | will make a few
comments on how it is constructed and why, to fosteetter understanding of the

product and its usages.

The Batch2Queue must read a file containing paibyt very large number of
records (in the exercise we will use a file witt®80ecords), break it up at “record
boundary”, and submit each record to JMS. The Cal@boration uses the
Batchinbound eWay, the BatchLocalFile eWay andBhtehRecord eWay to
accomplish the task of reading and splitting the fihis is a fairly typical way to
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accomplish this task in Java CAPS and has beeng#ied in detail elsewhere, for
example in the book “Java CAPS Basics — Implemgr@iommon EAI Patterns”
(http://www.google.com.au/search?q=%22Java+CAPStB%<J.

The key elements of the source of this collaboragice reproduced below.

P = 15 public void receive
| Projects - HL7Resilience x| i

= — 16 ( com.stc.connector.batchadapter.appconn.BatchAppconnMessage input,
B PISOr\glnaSEn e 17 com.stc.eways.batchext.BatchLocal BLFIn,

&+ 0150riginalSenderbP 18 com.stc.eways.batchext .BatchRecord BRec,

]
& —'JE:'@D:QU;E 19 com.Stc.connectors.jms.JMS JMSOut )
”(ﬁ"%ﬁ] 2Ll 20 throws Throwable
-] priHL70utbound -
[H 'ia 02PIntermediateR eceiver 22
- D2RIntermediateProcessor .

'E;ﬁ X 23 BLFIn.getConfiguration() .setTargetDirectoryName { input.getPathDirName ()} )
- gy 02SIntermediateSender 24 BLFIn.getConfiguration() .setTargetFileName ( input.getGUIDFileName() ):
- g ORFinaReceiver 25 BLFIn.getConfiguration(} .setTargetDirectoryNameIsPattern( false ):
-}y CAPS Components Library 26 BLFIn.getConfiguration() .setTargetFileNameTsPattern( false ):

[H- |y HL7ReslienceTemplates .
-l 1531 a7 !

L 28 int i = 0;

29 com. 3tc.connectors.jms.Message msglut = JMSCut.createTextMessage ()
30 BRec.setInputStreamAdapter ( BLFIn.getClient () .getInputStreamhdapter() )7
31 H
32 while (BRec.get()) {
33 byte[] baRecIn = BRec.getRecord():
34 msgOut.storeUserProperty| "Sequenceliumber, "7 4+ i );

T E oo T 35 m=eglut.setTextMes=sage ( new String( baRecIn ) );

LIV Nar ol 35 JMSOut.send({ msgOut |} :
37 logger.info( "\n===>>> Released message " + 1 + " to JMS ..." }:
38 i++;
39 ¥

o Emlebie 0 H

41
42 ¥

The connectivity map for this part of the origisahder solution is shown below.

a
cEBRecBatch2Gueue

E =
CEInBatchocue,SMEstch2Oueye_jcdBatch2Oueus g0 =0riginalzenderOut

By default the JMS connector in the connectivitypneconfigured to use XA. This
means that until the collaboration completes abrds sent to the IMS queue will not
be committed. With Sun Java System Message Qudi@)(Jor instance, there is a
default limit on the number of buffered sends (1GGBemory serves). An exception
will be thrown if one attempts to send more theat titumber in a single transaction.
While this limit can be explicitly raised the geakissue is not really addressed since
there can be a number of records in a file grahtdrthe new limit and the issue will
recur. The solution is to change the JMS connemtgperties to Transactional, which
will cause each JMS send to be committed indivigudhis will allow unlimited
number of records to be processed by the singlecation of the collaboration at the
potential cost of record duplication if the collaaton is aborted mid-processing and
re-started with the same file.

11 of 33



Exercising a Resilient Java CAPS 6 HL7 v2 Repogifwolution

cERecBatch2Cueus

i >—— >R

a

cEInBatehroueuSMEstch2Gueue_jooBatch2ausus o1 ZCriginalZenderCut
= Configuration [=I Properties
=) ™S Client | Tran=action mode Transacted
[ﬁ @ Delivery mode Persistent

Priority 4
ldle Timeout (in zeconds) 30
Maximum Pool Size 32
Maximum VWait Time (in milizeconds) 30000
Steady Pool Size 4

The HL7 Outbound project is an instance of thelaridtpriHL7Outbound. The
connectivity map for this project is shown below.

Soriginal=enderJou

al'_"n D—\D
eaFilzin =i iy : eaHL ¥ Outhound
jealHLF Outhaund TestDriver —

o1 SCriginal=enderErr
To ensure correct behaviour in face of failures geivcal configuration changes must
be made to the standard connectivity map. Mostiheia the requirement to
configure redelivery handling for the JMS connedtetween the queue from which
the jcdHL7Outbound collaboration receives messageghe collaboration itself.

F _
g1 S0riginal=ender ;t}! i : eaHL T Outhound

aoundTestDriver jcolHL Y Outhound

g1 =0riginal=enderErr

*Properties
|2} Configuration

=2 M8 Client

-2 Basic

5 Redelivery Handling
&I Advanced

=1 Properties
Delay 1: 5000
Moveldelete after N times
Action
Move to queuseiopic

Move to destination name

12 of 33



Exercising a Resilient Java CAPS 6 HL7 v2 Repogifwolution

By default redelivery handling is not configurefitie downstream Java collaboration
throws an exception and redelivery handling isaautfigured explicitly at the
connector, and redelivery handling is not configugibally for the JIMS instance,

the message will be rolled back and re-delivereméaiately. This will continue until
the message is delivered or until the infrastriectamrought down. This will cause
processing loop continually retrying, most likeailing and using up all machine
resources while doing so, and certainly preverimther messages from being
processed. Whether this is a good thing or a biad,ttherefore whether something
needs to be done about it, you will have to detodegour solution.

The Java collaboration will throw an exception iy aumber of circumstances.
When connectivity between the sending HL7 eWaythedexternal system to which
it sends is disrupted, the HL7 eWay will enter rgse processing mode, attempting
to re-connect/re-deliver as configured. When thdigared number of re-
connection/re-delivery attempts is exhausted wittioe eWay being able to re-
connect/re-deliver, it will throw an exception. Retft redelivery handling will cause
the message to be immediately re-delivered to ellelmoration, which will try to get
it sent again. When the collaboration receivesaalid message it will throw an
exception and never attempt to deliver it. Retryinguch a circumstance is not
useful since the message is unlikely to magicadigdme valid and processable.

We need to introducedelay of 5000 milliseconds between each retry, to slow down
the process. For this solution we expect to repryoul00 times (which adds up to
about 83 minutes — more then enough for this ege)ycirhe production solution may
require a different approach, for example fewemore redelivery attempts, or
shorter wait periods. We are also setting a limitlee number of retries and having a
message which can not be processed/deliveamabd after 100 timesto a destination
named$ DL Q, which is the same kind of JMS destination with ¢higinal name
suffixed with _DLQ.

There are other configuration properties that nedae changed. For the HL7 eWay
we need to change the recourse action values to:

o

eaHL Y Outhound

= Pallb =il
ot L g1 S0riginalzenderCut

W

_TouthoundTestDriver

[ .

IZ) HL7 Outhound Configuration = Propertiez

----- I General Outbound Settings Action On No Response Reset
-0 TCPIP Outbound Settings Action On Max No Response Reset

----- I HL7 Adnowledgment Action On Max Failed Read Retry Reset

----- I Lower Layer Protocal Action On Mak Received Reset

----- I Sequence Mumber Protocol Action On Max Mak Received Reset

----- |2 HL7 MSH Segment Action On Max Nak Sent Reset

----- IC2) HL7 SFT Segment

----- I Communication Control

----- [l HL 7 Recourse Action
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By specifying “reset” in all cases we are causingegception to be thrown for each
of the possible outcomes which in turn triggers Jédelivery and further attempts to
deliver without message loss.

One can also tweak communications parameters tedase or decrease the various
parameters and affect delays and timing.

=i

- | i

eaHL Y Outhound

utbound TestDriver

" Properties

[ H7 Outbound Conigraton.

----- I2) General Outbound Settings Time To Wait For & Response 60000

-2 TCPIP Outbound Settings Max Empty Read Retry 10
----- I3 HL7 Acknowledgment Max Mo Response 300
----- I Lower Layer Protocol Max Nk Receive Retry 30
----- I Sequence Number Frotocol Max MAK Send Retry 30
----- I2) HL7 M5H Segment Max Canned NAK Send Retry 3
----- IC3) HL7SFT Seament Enable Journalling false
----- ) Communication Control
----- I HL7 Recourse Action

Because we are only interested in getting mesdagasone endpoint to another we
need to set the HL7 Acknowledgment to “C” (Commitpym the default of A
(Application).

@

- g

eaHL T Outhound

I3 HL7 Outbound Configuration
----- I General Outbound Settings

-2 TCPIP Outbound Settings e*Gate Sends App Acks false
----- |2 HL7 Acknowledgment Forward External Acks To e*Gate false
----- 2 Lower Layer Protocol Timeout For Delayed ACK 3000

----- I Sequence Number Protocol
----- IC2) HL7 MSH Segment

----- I) HL7 SFT Segment

""" |22 Communication Contral

---- hﬁ HLY Recourse Action

This must be done consistently in all HL7 externals

All project exports are available for download as
JC62_HL7_Resilience_Project_Exports_with_Envs.zip a
http://blogs.czapski.id.au/wp-

content/uploads/2010/04/JC62_HL7_Resilience Prokeqtorts_with_Envs.zip and
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JC62_HL7_Resilience_Project Exports_no_Envsarigtp://blogs.czapski.id.au/wp-
content/uploads/2010/04/JC62_HL7_ Resilience_Proieqtorts no_Envs.zip

Appliance Preparation

Following instructions in Blog articles “GlassFiEl$B v2.x Field Notes - Preparing
Basic JeOS Appliance for GlassFish ESB LB and Hétifig", at
http://blogs.czapski.id.au/?p=Hhd “Installing Java CAPS 6.2 Runtime on the Basic
JeOS Appliance for HL7 Resilience Testing’hép://blogs.czapski.id.au/?p=563
create an appliance whose host name is jc6202.

Add the alias jc6202, pointing to the virtual htusthe hosts file on the physical host.
Add the alias for the physical host to the /etctasm the virtual host.

Appliance Customization

To prevent the GlassFish Application Server Admangble form going off to the
Internet to try to get a Sun Commercial displayethe bottom of the initial window,
add the following JVM argument:

-Dcom sun. enterprise.tool s. adm ngui . NO NETWORK=t r ue
On the physical host (for me mcz02) create the¥alhg directory hierarchy:
C. \ JCAPS62Pr oj ect s\HL7Resi | i ence\ dat a

The data directory will contain HL7 files to be pessed and these produced as the
result of processing. Obtain and unzip intoglo@ir ces sub-directory of thelat a
directory, content of the archive HL7_A03_sourcesirees.zip. This archive can be
obtained fromhttp://blogs.czapski.id.au/wp-

content/uploads/2010/04/HL7 _AQ3_sources_sources.zip

Project Deployment

Archive JC62_HL7_Resilience_Project_Exports_no_Exnpsat
http://blogs.czapski.id.au/wp-

content/uploads/2010/04/JC62_HL7_Resilience Prokeqgtorts_no_Envs.zjpvhich
contains no Java CAPS Environments, or
JC62_HL7_Resilience_Project_Exports_with_Envsaip,
http://blogs.czapski.id.au/wp-

content/uploads/2010/04/JC62_HL7_ Resilience Profeqgiorts_with Envs.zip
which contains Java CAPS Environments, are theept@xports of all projects used
in the exercise. Download whichever archive is appate for you and import it into
you Java CAPS IDE.

Creation of a deployment profile, build and depl@ymassume that there exists Java
CAPS environments created and configured correthg. project export
JC62_HL7_Resilience_Project_Exports_with_Envs.piptains the environment and
the project export JC62_HL7_Resilience_Project_Espomo Envs.zip does not.
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Projects 01SOriginalSender and 03RFinalReceivdibsideployed to the physical
host, mcz02 in my case. Projects 02PIntermediatiRe 02RIntermediateProcessor
and 02SIntermediateSender will be deployed to ttieal host, jc6202 in my case.

Eu CAPS Environments

It follows that there must be two Java CAPS

-8R JHL 7Interm_ENV Environments, the one that corresponds to the palysi
- H host (mcz02) and the one that corresponds to theati
----- fizlmcz02_43001 host (jc6202).
----- [ie7)ice202_43001
----- o File The environment named in the picture HL7OriFin_ENV
= {8 JHL 7OrigFin_ENV contains property settings for the physical hostZ02).
- A H It includes the Batch Local File container (BLFjet
----- 6N Batch Inbound container (Bin), the Batch Record
----- e BLF container (BRec), a File container (which is coafigg in
----- [EmBRec the standard HL7 Outbound connectivity map but not
----- [FEzlmez02_43001 used in this exercise) and one HL7 container with
----- [Fizhic5202_43001 correctly configured outbound section. It also reeedbe
0 pFile configured to allow deployment to the mcz02 runtime
infrastructure.
1=} 8 JHL 70rigFin_ENV | W - icoH 7outhound -= eaHL3
oR- P
jﬁ I3 Configuration =l Praperties
B EL,;MQ \ :1 Sun Java System Application Ser Faldalle: il Bt t IR 1 [http:/jmcz02 aus. sun.com: 34848]

E‘:‘J&EI“ i) elnsight Engine Configuration  |Username admin
@BLF Password R
5....@3%‘: Debug Port 1044

s-(HETLmez02_4300 Application Workspace Directory
- [REhica202_4300

Number of Local Transaction Resource 0

The environment named in the picture HL7Interm_EdNWy needs a File outbound
(not used in the exercise but used in the HL7 Quidaconnectivity map) and the
HL7 container with the outbound section configut@donnect to the physical host
(mcz02). It also needs to be configured to allowlogment to the jc6202 runtime
infrastructure.

Elu CAPS Environments ‘ o ———

& %H:‘term_EN\a‘ Q Configuration =I Properties
T e 'u:I Sun Java System Application Ser |Application Server URL [http:/fjc6202:4343]
: ' I3 elnsight Engine Configuration  |Username admin
i Password = e
HL7 . cz02_43001 Debug Port 1044
g-----f@ﬂﬂc.ﬁlﬂz_ﬂﬂﬂl Application Workspace Directory

i 1;."@'!?_“_ o Mumber of Local Transaction Resource 0

The outbound HL7 External System Container propeiiti the Java CAPS
Environment HL7OriFin_ENV are configured such ttret outbound HL7 eWay
connects to the virtual host jc6202.
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EQ CAPS Environments -

- f8B JHL7Interm_ENV
&1 8 HL7OrigFn_ENV

EEI---EA.H = Configuration [=| Properties

----- @Bln . I3 HL7 Inbound eway Ho=t jc6202.home

----- @BLF [E.'l HL? Outbound eWay Port 43001

----- @BREC i CPIP Outhound Settings LR 500

""" HLasmcz02_43001 [ﬁ Connection Pool Settings Connection Mode Automatic

""" e [ﬁ Sequence Mumber Protocol

..... o LFile

The outbound HL7 External System Container proeetfiti the Java CAPS

Environment HL7Interm_ENV are configured such tint outbound HL7 eWay
connects to the physical host mcz02.

I'él Q CAPS Environments
& %d,HL?Interm ENV

170
. _____ F'_,}rnaﬂz e E:I Configuration =l Properties
_____ ﬁ?ﬂpjcﬁmz 43001 - 15 HL7 Inbound eWay Host mecz02,aus. sun.com
P r—}F"E B E.'l HL7 Qutbound eWay Port 43001

3-8 L 70rigFn_ENY - 2) TCPIP Outbound Settings Eacklug. 5000 |
E}H ----- E.'l Connection Pool Settings | Connection Mode Automatic
I —— 1" | I [E.'l Sequence Mumber Protocol

Project 01SOriginalSender will be deployed to thggical host mcz02. This project
contains subprojects emulating the sender extamkxercising Java CAPS HL7

recourse configuration and JMS redelivery handlangical to ensuring that the
sender does not lose messages.

mcz02

Original Sender

Batch
2Queue

HL7 |
Outbound |[eWay

jc6202

HL7
eWay

HL7
Inbound

Queue
2Queue

mcz02

T

ADTA03 ||

Batch
eWay

Queue
2Batch

HL7
Qutbound

HL7
eWay

Expand the project structure through the 01SOrl§eader \01SOriginalSenderDP
and create, in that subproject, a new deploymaesiil@rfor example named
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dp01SOriginalSender_jc6202. Include both conndgtiviaps found in the
01SOriginalSenderDP project and make sure to mapitty Outbound eWay to the
HL7 Client external system configured to connedh®jc6202 virtual host.

jc6202_43001
------ E'cgﬂ joolHL 70utbound -> eaHL 7Outbound

File

------ m eaFileln - joolHL70utboundTestDriver

b
2
R

------ @ cmBatch2Queue_jcdBatch2Queue -» cBRecBatch2Queue

BLF
------ @ cmBatch2Queue_jocdBatch2Queue 1 -= cBLFBatch2Queus

BIn
------ @ cBInBatch2Queue -> cmBatch2Queue_jodBatch2Queuel

R T
o - fgh cmBatch2Queue_jcdBatch2Queuel
- L jeolHL70utboundTestDriver

- Lgeh jeolHL 70utbound

(@ emBatch2Queue_jcdBatch2Queuel -> q0150riginalSenderOut
(@ jeolHL70utboundTestDriver - q0150riginalSenderOut

- g0150riginalSenderOut - joolHL 70utbound

-(d® jeolHL7Outbound -> g015Criginal3ender Jou

(@@ jeoHL7Outbound - q0150riginalSenderErr

Build and deploy the project.

Project O3RFinalReceiver will also be deployedi® physical host mcz02. This
project contains subprojects emulating the recgiexternal. It also writes files to a
directory where they can be inspected to detecaieseze breaks, if any, and
duplication, if any.
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mcz02 jc6202 mcz02

HL7 HL7 HL7
Outbound |eWay gm{@g

Batch Queue
2Queue 2Batch
Batch s
eWay q03RFinal
— ReceiverDat

HLY HL7
ADT A03 Outbound |eWav

Expand the project structure through the O3RFinediRer\ 03RFinalReceiverDP and
create, in that subproject, a new deployment mofidr example named
dpO3RFinalReceiver. Include both connectivity miqpsd in the
O3RFinalReceiverDP.

------ @ cmQueue 2Batch_jodQueue2Batchl -= cBLFQueus2Batch

Final Receiver

-+ {b jedHLFinbound 1

- Lzeh emQueue2Batch_jcdQueus2Batchl

ST

-~ (¥ qO3RFinalReceiverDat -» cnQueue2Batch_jcdQueue2Batch1
(¥ jodHLFinbound1 -» gl 3RFinalReceiverDat

(@@ jodHLFinbound1 - q03RFinalReceiver Jou

(& jedHLFinbound1 -3 q03RFinalReceiverErr

mcz02_43001
------ @ eaHL¥Inbound - = jodHL Finbound 1

Build and deploy the project.
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User: admin  Domain: domain] = Server: localhost

Sun GlassFish™Enterprise Server v2.

Common Tazks

| _‘ Registration
Application Server
v Applications

v ﬁ Enterprize Applications
E| dpl3RFinalReceiver

D dpl150riginalSender_jcB202

Projects 02PIntermediateReceiver, 02RIntermediateRsor and
02SIntermediateSender will be deployed to the &lrhost jc6202. These projects
contain subprojects to receive HL7 messages, lopl{i&to server.log and forward
HL7 messages to the external system. There waamigyarly good reason why
they should have been developed as separate,tdiprogects. The functionality
could have been combined into a single project wigingle deployment profile.

mcz02 mcz02
Intermediate _—
HL7 HL7 HL7 ADT AQ3 |
Outbound |eWay v| Inbound -
ki
q02RIntermediate '
Batch
_______________________ e Way
Batch Queue
2Queue 2Batch
Batch
eWay -
“ A DN
HL7 Al HL7 HL7
ADT A03 Outbound |[eWay eWav| Inbound
" Intermediate
—_—

Expand project structures and create new deployprefites, for example named
dpO2PIntermediateReceiver, dpO2RIntermediateProcessl
dp02SintermediateSender. Each should have a siogleectivity map. Make sure to
map the HL7 Outbound eWay in the dp02Sintermedextd&r to the HL7 Client
external system configured to connect to the mg#@3ical host.
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jc6202_43001

------ @ cHL7OZ2RIntermediateReceiver -= cml2RIntermediateReceiver _jodHL 7Inbound 1

=B
- e fgh and2RIntermediateReceiver _jedHL 7Inbound 1
o B
>® cmid2RIntermediateReceiver_jodHL 7Inbound 1 -= g02RIntermediateReceiverDat
>® cmid2RIntermediateReceiver_jodHL 7Inbound 1 -= gl2RIntermediateReceiverJou
‘o ([I® cmO2RIntermediateReceiver_jodHL 7Inbound 1 -> q02RIntermediateReceiverErr

=G AS
E~----Qan::rnIIZIJZR_Ir11:ermneu:|ia1:|eF‘rn::u::essu::nr_iu::t‘.lIQuv.euval?lllluv.=_-ue1
S B

>® q02RIntermediateReceiverDat -= cm02RIntermediateProcessor_jodQueus 2Queus 1

----- (I cmi2RIntermediateProcessor_jcdQueue2ueuel -» g0 25IntermediateSenderDat

nczl2_43001

EgEﬂ cmd2sIntermediateSender_jodHL 70utbound 1 = cHL7025IntermediateSenderCut

=@ A

- dgb am02SIntermediateSender _jedHL 70utbound1
>® go2sIntermediateSenderDat -= cm025IntermediateSender_jodHL 70Outhound 1
> I cmi25SIntermediateSender_jodHL70utbound - g025IntermediateSenderJou
- cm0 25IntermediateSender_jocdHL 70utboundl -> g025IntermediateSenderErr

Build and deploy the three projects, making suey ire deployed to the virtual host,
jc6202.

User: admin = Domain: domain1 = Server: jc6202. home

Sun GlassFish™Enterprise Server v2.1

Common Tazks

r Registration
Application Server
L Applications

D dp02PintermediateReceiver
|:| dplZSintermediateSender
D dplZRintermelZRintermedi_1891374128
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Test Preparation

The environment must be brought to the state réadesting. To prepare the
environment perform the following steps:

1. Start Java CAPS Runtime environment (GlassFishidapbn Server) on the
physical host.

2. tail server.log in a console window on the physhuadt to see activity as it
occurs

3. Start jc6202 VM until it shows the IP address

4. Start Putty/SSH Client on jc6202 and tail server.lo

5. Move the Putty/SSH Client console windows arounsduoh a way that the
bottom 1/ of it shows the output of a “tail” command contusly showing
the server.log on each of the hosts.

Box - tail -f c\JCAPS62\appserver\domains\domaini\logs\server.log
Writing to file O0000Z_CTLID_2008021101024.h17. out}t]

[#12010-08-25T14:36:-24.284+1000) INFO} sun-appserver?2.1}STC.eGate.CMap.Collabs. _D3RFinalReceiverDP.cmQueue2Batch_jcdQueue?Batch1._D3RFinalRece
dHame=JHSJCA sync #0CqD3RFinalReceiverDat);Context=03RFinalReceiver | D3RFinalReceiverDP/cmQueue?Batch_jedQueue?Batch1/q03RFinalReceiverDatl
===3»» Writing to file DOOOO3_CTLID_20080211122202.h17.0ut]#]

[4}2010-084-25T14:36=25.109+1000} INFO} sun-appserver?.1}STC.eGate.CHap.Collabs._D3RFinalReceiverDP.cnueve?Batch_jcdQueue?Batchl._D3RFinalRece
dHame=JHSJCA sync #0CqD3RFinalReceiverDat);Context= Il3HF1nalIIece1uer ! D3RFinalReceiverDP/cmQuene2Batch_jcdQueue?Batch1/qD3RFinalliece iverDatl
===»»> Uriting te file D000D&_CTLID_: 2008091 1074114.h17. out]#]

[#12010-04-25T14:37:09.671+1000} INFO} sun-appserver2.1}STC. elay TCPIP _com.stc.connector.tcpip.model. seiuer TCPIPServerMonitorTask] ThreadID=2
#

itorTask.run(): Listening o ruerSncket[addr 0.0.0.0/0.0.0.0,port=0,localport=43001]] ]
[#12010-08-2 nector.tcpip.model.server . TCPIPServerWorkerTask] _ThreadID
62328321 dom ei timeout < [60,000] > happens. Cancel this worker task.}#

[#]2010-08-25T14:37:219. 359+1ﬂﬂﬂ'IHFOIsun appseruerz 1}STC.eWay . TCPIP.com.ste.connector.tepip.model.server. TCPIPServerWorkerTask]_ThreadID=4%
CPIPServerWorkerTask.cancel(): Connection closed with the client]#]

[#}2010-D4- 25T1ﬁ.3?.19.3?5+1ﬂﬂﬂ'INFﬂisun appserver?.1]STC. eWay . TCPIP com.stc.connector.tcpip.model.server . TCPIPServerWorkerTask] _ThreadID=69
CPIPServerWorkerTask.cancel(): Done.}#]

[#12010-D4-25T14:37:19.375+1000} INF0} sun-appserver2.1}STC. eWay TCPIP.com. ste.connector. tepip.medel.server . TCPIPServerWorker| ThreadID=6%;_Th
ServerWorker.run(): The workerTask is cancelled. Helease this worker work.}#]

[#12010-08-25T14:37:19. 3?5+1ﬂﬂﬂ'INFﬂ'sun -appserver2. 1} STC.elay. TCPIP.com.ste.connector.tepip.model.server. TCPIPServerWorkerTask] ThreadID=6%
CPIPServerWorkerTask.cancel(): none #]

6. Submit 5 message set by copying the ADT_A03_oufpht7 file to data
directory, to prime the infrastructure and makessalf components work
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J Address I ) C:\ICAPS62Projects\HL FResiliencedata\sources

Folders X || Name =
=l ) ICAPSEProjects a =) ADT_A03_output_1.hi7
) data [F]apT_A03 output_1.hH7_copy_up.cmd

B _IHL?RESlIlencﬁ ([ .
ey |E=f) ADT_A03_output_25.hi7
=) ADT_a03_output_43.hi7

9 sources =) ADT_a03_output_101.hi7

) TFPHitProjects j ADT_AD3 output_101.h7_7Scan
) NeHTASM | ADT_A03 _output_5099.hi7
) RepoProjects ﬂADT_AI:I3_Duu3ut_5099.hl?_?5can
) ICAPS510_exports g ADT_AD3_output_50000.hI7

7. Observe messages being processed by the jc6202 host

[#12010-04-25T14:36-18_687+1000} FINE] sun-appserver?.1]}STC.eGate.CHap_Collabs._D3RFinalReceiverDP. jedHL7 inbound1.prjHL7 Inbound. jedHL7 Inbound}_Thr
assHame=-com. slc loghj.Logger; MelhudName debug;Context=project=03RFinalReceiverDP,deployment=dp03RFinalReceiver,collab=jecdHL7inbound1,external=ea
3c23cf?7edal; | <<{HL7Inbound>>in journalMessagel#]

[#12010-04-25T14:36:18.703+1000} INFO| sun-appserver2.1}STC.ellay. TCPIP.com.stc.connector. lcplp model.server.TCPIPServertlorkerTask] _ThreadID=69;_Th
CPIPServerWorkerTask _run(): Ualllng fur incoming data to inveke the serwver serwice ___}k]

[#12010-04-25T14:36-24_ 468+1000} INFO] sun- appseruer! 1]8TC.eGate.CHap-Collabs. _03RFinalReceiverDP.cmQueue?Batch_jedQueue?Batchl._03RFinalReceiver()
dHame=JMSJCA sync ﬂﬂ(uﬂ3ﬁFlnalﬁeceluer ontext= ﬂ3ﬁf|nalﬁeceluer 1 D3RFinalReceiverDP/cmQueue?Batch_jcdQueve?Batch1/q03RFinalReceiverDatIH;
===>>> Writing to file 000000 _CTLID_ 20080910112956 h17.out}#]

[#)2010-08- 2STIh 36:254.5%3+1000} IHFO} sun- appseruer! 1}8TC.eGate.CHap.Collabs. D3RFinalReceiverDP.cmQueue2Batch_jedQueue2Batchl._03RFinalReceiver()
dHame=.JI yne #ﬂ(qﬂ}ﬁFlnalﬁeceluer Context= ﬂ3ﬁf|nalﬁeceluer 1 D3RFinalReceiverDP/cmQueue?Batch_jcdQueve?Batch1/q03RFinalReceiverDatIH;
===33r Urlllnq to file 000001_CTLID_ 200&09“8111“#6 h17.out}#]

[#12010-04-25T14:36:25. 859 +1000] INFO| sun-. appseruer! 1}$TC.ebate.CHap.Collabs. D3RFinalReceiverDP.cmQueue2Batch_jcdQueueZ?Batchl. ﬂsﬁflnalﬁecelvert
dMame=JMSJCA sync #ﬂ(qﬂ3nFlna1neceluer Cont, ext-ﬂ3nFlna1neceluer ! D3RFinalReceiverDP/cmueue?Batch_jcdueueZBatch1/qD3RFinalReceiverDatIN;}
===>>> Writing to file 000002_CTLID_ 200809110102h T.out]#]

[412010-05-25T15:36-25_984+1000} INFO} sun appseruer! 1}$TC.eGate.CHap.Collabs. D3RFinalReceiverDP.cmQueue2Batch_jcdQueueZBatchl. ﬂ3ﬁf1nalﬁeceluerL
dHame=JMSJCA sync #ﬂ(qﬂ}ﬁFlnalnecrlue ntext= ﬂ3nFlnalnecaluer ! D3RFinalReceiverDP/cmueue?Batch_jcdQueue?Batch1/q03RFinalReceiverDat IN;}
===>»> Writing to file 000003_CTLID_ 200809111222“2 h17.out}#]

[#12010-05-25T16:36:25_109+1000} INFO} sun appseruer! 1}$TC.ebate.CHap.Collabs. D3RFinalReceiverDP.cmQueue2Batch_jcdQueue2Batchi. ﬂ3nFlna1neceluerL
dHame=JMSJCH sync #ﬂ(qﬂ3nFlna1necelue ntext= ﬂ3nFlna1neceluer ! D3RFinalReceiverDP/emueue?Batch_jedQueue?Batch1/q03RFinalReceiverDat IH;)
===>>> Writing to file D0000&_CTLID_ 200809110?&11& h17.out}#]

£? jc6202 - PuTTY

8. once all messages are processed, clear outputatyet messages

J Address I ) C:\ICAPSE2Projects\HL 7Resilience\dataloutput

Folders X | | Name =
B ) JCAPSs2Projects ;I OOOOOO_CTLID_ZOOSOQ10112956.h|?.out
) datz 000001_CTLID_20080908111046.h|?.out
El ) HL7Reslience 000002_CTLID_2008091101024.h|?.0ut
= ) data OOOOOS_CTLID_ZOOSOQ111?_?_202.h|?.out
5 output 000004_CTLID_200809110?4114.h|?.out
[ sources

) IFPHtProjects Confirm Multiple File Delete ﬂ

) NeHTASM
() RepoProjects —=% Are you sure you want to delete these 5 items?
5} JCAPS510_exports o
() jcaps511_exports
() JCAPS512_exports
() JCAPSS513
1 JCAPS513 exports
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Testing resilience of the HL7 Solution

We intend to start with both “machines” and all gaments started and processing
messages. This is what was happening in the prispastage discussed in the
previous section. We expect messages to be pratssgaentially. Once we begin to
see HL7 messages appear in the output directoryilvierash” jc6202 by closing
the VMware Player window in which it runs. We wttlen boot the machine again
and when the message flow resumes we will shut dbesmachine in an orderly
manner using the operating system shutdown comn¥ghdn the machine is shut
down we will boot it again. As soon as the mesdhye resumes we will shut down
the application server using the application secesmsole. When the application
server is shut down we will start it again. As sesrthe message flow resumes we
will “disrupt the network” by disabling the VM netwk interface. When jc6202
exhausts the pool of messages queued by the Hibnial) and stops logging new
messages, we will enable the VM network interfeg&ira When the message flow
resumes we will use the Enterprise Manager on j26@&hut down the inbound HL7
eWay. When the message flow stop and jc6202 stgugrig new messages, we will
start the inbound HL7 eWay again. Once the mestagaesumes we will stop the
HL7 Inbound on mcz02 to simulate external systemrdevent. When file writing
stops we will re-start the HL7 Inbound on mcz02 alidw message processing to run
to completion.

The VM crash and orderly shutdowns will cause r&inctionality in the mcz02-
based HL7 sender, after timeout period, to be iedokVe will see HL7 eWay retry
attempts in the server.log, resets when the reeaatons are invoked and JMS
redelivery attempts when HL7 eWay recourse actganse exceptions and
transaction rollbacks. The serve.log will have @agiideal of messages logged - way
too many to show in the article. | encourage yawyéwver, to take a closer look to see
how connection aborts, retries, resets and JM8adlis are manifested in the
server.log so you can tell one when you see one.

We expect message flow to stop each time we imeerigth the jc6202 or the
components which it runs and others which run omGBcNo new file will be written
to the output directory once buffers are emptied.

We are not configuring this solution to maintainssege flow in the face of
component failures/interruptions — for a discussibthat topic see “GlassFish ESB
v2.2 Field Notes — Exercising Load Balanced, Highlailable, Horizontally
Scalable HL7 v2 Processing Solutionshép://blogs.czapski.id.au/?p=18earing in
mind that while it discusses components of the §Heh ESB product the concepts
and methods are equally applicable to the Java GAR8&pository-based solutions.

We are configuring this solution to make sure thatwill not lose messages despite
machine and component failures.

Let’s begin by copying the file ADT_AO03_output_ 508, containing 5099 ADT
A03 messages, to the data directory, and obsethisngonsole windows and the
output directory until around 15 messages are ewritd the output directory.
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[#12010-04-25T15:10=16.015+1000] FIHE} sun-appserver?.1]S8TC.ebate.CHap.Collabs._D150riginalSenderDP.jcolHL70utbound.prjHL70utbound|
i1ginalSenderOut);ClassHame=com.stec.loghj.Logger;MethodHame=debug;Context=0150riginalSender | D150ri1ginalSenderDP/jcolHL70utbound|
fels71822b; | <<HL70utboundzz0180riginalSender/0180riginalSenderDP__dpD1$0riginalSender_jecb6202_ jcolHL70utbound>> SFT processing e

[#12010-04-25T15:10=16.015+1000] FIHE} sun-appserver?.1]S8TC.ebate.CHap.Collabs._D150riginalSenderDP.jcolHL70utbound.prjHL70utbound|
1ginalSenderOut);ClassHame=com.stc.loghj.Logger;MethodHame=debug;Context=0150riginalSender | D150ri1ginalSenderDP/jcolHL70utbound|
feld71822b; <<HL70utboundzz0150riginalSender/0180riginalSenderDP__dpD180riginalSender_jc6202_ jcolHL70utbound>> SFT processing i

feld71822b; ] <<HL70utboundzz0150riginalSender/0180riginalSenderDP__dpD1$0riginalSender_jc6202_ jcolHL70utbound>> SFT processing i

Ea_aress |_r C: 'ﬁCAPSSZProjecIs FL Resilience Eata Eutput

Folders X | | Mame - | Size | Type
=1 ) ICAPSEProfects | | =1 0oco00_cTLID_2008091012528 7. out 1KB OUTFie
B data [t 0ono01_cTiD _20080911103720.H7.01t 1KE OUTFie
B ) HL Resiience = 0o0002_cTiD_20080910093808. hi7.0ut 1KE OUTFie
B ) data &) 0on003_cTLID_20080912104117.H7.0ut 1KE OUTFie
9 output [ 0o0o04_cTin_2008091202842.H7.0ut 1KE OUT File
) sources g 000005_CTLID_2008090902313.hI7.0ut 1KB OUT File
() TFPHtProjects [ ooooos_cTip_20080910114132.H7.0ut 1KE OUTFie
) NeHTASM =0 000007_cTLID_20080912075352.h7.0ut 1KE OUTFie
) RepoPrajects [ conoos_cTiLID_20080912011300.H7.0ut 1KE OUTFile
) JCAPS510_sxports =0 000009 _CTLID_2008091108114.h17.0ut 1KE OUTFie
) jeaps511_exports [ 0000 10_cTiLID_20080911035611.H7.0ut 1KE OUTFie
) JCAPS512_exports | | =) 000011_cnp_20080910054534.H7.0ut 1KE OUTFile
) JCAPS513 &) 0000 12_cTLID_20080912071345.H7.0ut 1KE OUTFile
[5) JCAPS513_exports || [=f000013 cLID_20080913095540.hi7.out 1KE OUTFile
) JCAPS520ClassicProjects = [ 0000 14_CTLID_20080909015414.H7.0ut 1KB OUT File

Note that the jc6202 log shows message 55 beingepsed and there are only 14
messages in the output directory. This is becawessages are buffered in the JMS
infrastructure in jc6202 and JMS infrastructurenace02, and writing to a file system
directory is much slower then sending messagestheewrire.

At the time all outstanding files were written,distinct from the time the screenshot
above was taken, there were 47 messages in thetalitpctory, the last being
000046_CTLID_20080912055754.hl7.out.

Mame = | Size | Type | Date Modified |
ﬂ 000043_CTLID_20030914013854.hI7.out 1KB OUT File 25-Apr-2010 3:11 PM
ﬂ 000044_CTLID_2008051403141.hI7.0ut 1KB OUT File 25-Apr-2010 3:11PM
| 000045_CTLID _20080913121414.hi7.0ut 1KB OUT File 25-Apr-2010 3:11PM
000045 _CTLID 12055754.hl7.out 1KE OUT File 25-Apr-2010 3:11PM
000047 _CTLID _20030911095454.hI7.out 1KB OUT File 25-Apr-2010 3:15PM
g 000048_CTLID_20030912062251.hI7.0ut 1KB OUT File 25-Apr-2010 3:15PM
ﬂ 000049_CTLID_20080514053019.hI7.0ut 1KB OUT File 25-Apr-2010 3:15PM
ﬂ 000050_CTLID_20080516075637.hI7.0ut 1KB OUT File 25-Apr-2010 3:16 PM
= o dm nr A mAan mar e

The machine took about 4 minutes to come back ddarthe messages to start
flowing again. Note that no message was lost.

Boot the virtual machine, jc6202, connect to thiesube, tail server.log and watch for
message processing to resume.
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Now that the machine is back up let’s shut it dawimg the operating system
shutdown command.

[#'2II1I] 04-25T15:19:07.500+1000} F IHE} sun-appserver?.1}$TC. eGate.CHap.Collabs._03RFinalReceiverDP. jcdHL7inbound1.prjHL? Inbound. jedHL? Inbound}_ThreadID=67;_ThreadHame.
ssHame=com.stc.loghj.Logger ;MethodHame=debug;Context=project=03RFinalReceiverDP,deployment=dpl3kFinalReceiver,collab=jcdHL7inbound1,external=ealL7 Inbound;_Request]
MGcG?DZbu?Z: IIL?Inhuund>>8ucc:ssfullly sent message to otdJHS_DATA Queue]#]

[+12010-04-25T15219107, S00+10004  [HE! sun-appserver . 11STC.Gate. Chap . Lol Labs. U3NF inalReceiverDl. jodliL7inbound1.pr illL7 [nbound. jodlL] Inbound?_Thread ID=67: _ThreadHame
sgger;HethodHame=debug; Context=project=03RF inalReceiverDP ,dep loyment=dpD3RF inalReceiver ,collab=jcdHL Tinbound1, external-call 7 Inbound; Requestl

; bondss
===3>> Nck Levell €, true}#]

[} 2010-04-25T15:19:07 . 500+1000} FIHE] sun-appserver?. 1} $TC, eGate . CHap.
assHame=con.stc. loghj.Logger ;HethodHame=debug; Context=project=03RFina
846c6792bc72; 1 <<HL7 Inbound>>Haking an ACK message!#] -

Last message written was message with the sequendeer of 000398.

Mame = | Size | Type | Date Modified | ;l
g 000383_CTLID_20080920034249,hi7.out 1KB OUT File 25-Apr-2010 3:19 PM
E 000334 _CTLID_20080917055550.hl7.out 1KB OUT File 25-Apr-2010 3:19 PM
ﬂ 000385_CTLID_20080914024932.hi7.out 1KB OUT File 25-Apr-2010 3:19 PM
'_Eﬂ 000386_CTLID_20080918035941.hi7.out 1KE OUT File 25-Apr-2010 3:19 PM
'_:I‘| 000387_CTLID_20080915094342,hi7.out 1KE OUT File 25-Apr-2010 3:19 PM
g 000388_CTLID_20080915061359.hi7.out 1KB OUT File 25-Apr-2010 3:19 PM
E 000339_CTLID_20080914122314.hi7.out 1KB OUT File 25-Apr-2010 3:19 PM
ﬂ 000390_CTLID_20080915025353.hi7.out 1KB OUT File 25-Apr-2010 3:19 PM
'_Eﬂ 000391 CTLID_20080915075033.hi7.out 1KE OUT File 25-Apr-2010 3:20 PM
'_:I‘| 000392_CTLID_20080917115002,hi7.out 1KE OUT File 25-Apr-2010 3:20 PM
g 000393_CTLID_20080915103459.hi7.out 1KB OUT File 25-Apr-2010 3:20 PM
E 000394 _CTLID_20080914042148.hi7.out 1KB OUT File 25-Apr-2010 3:20 PM
ﬂ 000395_CTLID_2008091910057.hI7.0ut 1KB OUT File 25-Apr-2010 3:20 PM
'_Eﬂ 000396_CTLID_20080915073945.hi7.out 1KE OUT File 25-Apr-2010 3:20 PM
'_:I‘| 000357_CTLID_2008091508850.h17.0ut 1KE OUT File 25-Apr-2010 3:20 PM
g 000398_CTLID_20080916033717.hi7.out 1KB OUT File 25-Apr-2010 3:20 PM :1

Boot the virtual machine, jc6202, connect to thesobe, tail server.log and watch for
message processing to resume.

At the time all outstanding files were written,distinct from the time the screenshot
above was taken, there were 399 messages in thetalitectory, the last being the
message with the name 000398 CTLID_20080916033[71a@Lih.

Mame = | Size | Type | Date Modified
ﬂ 000395_CTLID_2008091510057.hl7.0ut 1KB OUT File 25-Apr-2010 3:20 PM
ﬂ 000396_CTLID_20080915073945.h17.0ut 1KB OUT File 25-Apr-2010 3:20 PM
<_Ef| 000397 _CTLID_2008091508850.h17.0ut 1KB OUT File 25-Apr-2010 3:20 PM
i | 3717.hI7.0ut 1KB OUT File 25-Apr-2010 3:20 PM
@I 000399_CTLID_20080915101349.hI7.out 1KB OUT File 25-Apr-2010 3:25 PM
Q 000400_CTLID_2008091412100.h17.0ut 1KB OUT File 25-Apr-2010 3:25 PM
ﬂ 000401_CTLID_20080913044213.h17.0ut 1KB OUT File 25-Apr-2010 3:25 PM
ﬂDDD%Z_CTLID_ZDDSDQ1]"12813.h|]".0ut 1KB OUT File 25-Apr-2010 3:25PM
<_E|‘|DDD4D3_CTLID_ZDDBU‘313D33313.h|]".0ut 1KB OUT File 25-Apr-2010 3:25PM
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The machine took about 4 minutes to come back ddarnhe messages to start
flowing again. Note that no message was lost.

Let's use the OpenSolars service management fasi(iBMF) to shut down the
GlassFish Application Server.

After a while the application server stops andsfitease to be written to the output
directory.

Let’'s use the SMF to start the application serggira Once it starts processing
messages again let’s inspect the output directory.

As before, message processing resumed withouig@sig messages.

o E 000737_CTLID_20030919014434.hi7.out 1KE OUT File 25-Apr-2010 3:28 PM
E 000738_CTLID_20080918072547.hi7.out 1KE OUT File 25-Apr-2010 3:29 PM
E 000739_CTLID_20080919074627.hl7.0ut 1KB OUT File 25-Apr-2010 3:29 PM
ﬂDDDHU_CTLID_ZDDSUQ 19035813.hl7.0ut 1KB OUT File 25-Apr-2010 3:29 PM
-_Efl 000741_CTLID_20080918042806.hI7.0ut 1KB OUT File 25-Apr-2010 3:29 PM
-_EﬂDEIDHZ_CTLID_ZDDSDQZD115545.h|?.0ut 1KB OUT File 25-Apr-2010 3:29 PM
EI 000743_CTLID_20080920021018.hI7.0ut 1KB OUT File 25-Apr-2010 3:32PM
-_EflDDD?H_CTLID_ZEIDSDQ1?054633.h|?.0ut 1KB OUT File 25-Apr-2010 3:32PM
EDDDHS_CTLID_ZDDSDQ 13081457 hi7.out 1KE OUT File 25-Apr-2010 3:32PM
EDEID?'46_CTLID_2EIDSDQZDEI43ZDQ.hI}".Dut 1KE OUT File 25-Apr-2010 3:32PM

- . -

Let's now “disrupt the network” by disabling the Vivetwork interface.

20
General |Support |
rConnection
Status: Connected
Duration: 07:54:15
Speed: 100.0 Mbps
— Activity
.
Sent — | :/ —— Received
%
Packets: 7.668 I 5574
Properties |

Close |
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PUTTY dropped out, as did the interface betweend@end jc6202.

x

@ Metwork error; Software caused connection abart

jc6202 continues processing and queuing messagksaty received.
Let's enable the VM network interface and inspietautput directory.
After a while, during which the HL7 Outbound on {06202 re-establishes a

connection to the HL7 receiver on mcz02, writingredssages to the output directory
resumes again.

; 001245_CTLID_20080922094307.hi7.0ut 1KB OUT File 25-Apr-2010 3:37 PM
001246_CTLID_20080924013524.h7.0ut 1KB OUTFile 25-Apr-2010 3:37 PM

001247 _CTLID_20080928065420.hi7.0ut 1KE OUT File 25-Apr-2010 3:37 PM
001248 _CTLID_20080923035705.h7.0ut 1KB OUTFie 25-Apr-2010 3:37 PM

EI 001249 _CTLID_20080923113133.hi7.0ut 1KE OUT File 25-Apr-2010 3:40 PM
001250_CTLID_20080927021034.hl7.0ut 1KB OUTFile 25-Apr-2010 3:40 PM

_ 001251_CTLID_20080922082912.hI7.0ut 1KB OUTFie 25-Apr-2010 3:40 PM
001252 _CTLID_20080921065627.hi7.0ut 1KB OUT File 25-Apr-2010 3:40 PM

As before, no message was lost.

Let’s now stop the inbound HL7 interface on jc62@ig the Java CAPS Enterprise
Manager.

RintermediateR eceiverlou

u]ava CAPS
& JavaEE _
= alertagent DD‘ N U Dﬂ}*b
RIntermediateReceiver 02RIntemediateR eceiver_jcdkL 7Inbound1 g02RIntermediateReceiverDat
El snmpagent
- Servers

E-Ek jee202.home:4848
[=-02PIntermediateReceiver
[=-02PIntermediateReceiverDP
=8 dpDOZPI ntermediateReceiver
B2 cmozRIntermediateReceiver

H CHL702RintermediateReceiver—>cm0ZRintermediateReceiver_jcdHL7inbouna’ || MMM
HL702RIntermediateReceiver

2|
qDZRIntermediateR eceiverEn

cm02RIntermediateReceiver_jcdHL7Inboundl .
E-CHLTOZR\ ntermediateReceive

CQ'qOZRIntermed|ateRace\verDat
: s Connector Details

"G’QUZRIntermediateRece\verErr

i Configuration -
@ qo2RIntermediateReceiverlou g Component:

[ 02RIntermediateProcessor Mlerts e51x|Servers|jc6202.home:4848|02PIntermedid
ast n_IMQ_7676 @ Operation Timestamps ar| System
T g Monitor External connecti Host:Port
...gDaplwer Component Type
Connection Type
@user Management State

Slan[

This has the effect of disrupting message infloweritually jc6202 will process all
messages and will deliver them to the outbound. Hoan this will happen will
depend on how many messages are queued in thstinftare. The Enterprise
Manager will reveal that when asked.
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On the queue from the now-stopped HL7 Inbound.

e R R - L

£
RintermediateR eceiverlou

r>r> B

2
b IntermediateReceiver cmDZR IntermediateR eceiver_jcdL Finboundl qO02RIntermediateR eceiverD at

£
qO02RIntermediateR eceiverEn

H Queue Name H Min Sequence + Max Sequence + Available H Mumber of H Last Publizhed
Number Number Count Receivers Date/Time
135 1

gqlzRIntermediateR eceiverDat Ma M, M

Messages Number of i 5 : Go
Message Message ID Message Delivery Priority
Index Size Mode
10:42027-1592.168.47.128(fb:10: 29: 8b: 77: 3f)-58251 - Mon Apr 28 01:47:32 EST
] 1272710452273 unread  MA FERSISTENT 4 a0

On the queue into the still-running HL7 Outbound.

25 IntermediateS ender)ou

= HL7 |1

TEF{IF

cHL702SIntermediateS ender0ut

JANR

2

prmediateS enderDat  ¢m02SIntermediateS ender_

a
q025Intermediates enderE

I Status I Consumption |l| Summary [I| Logging [I| FAEL Y] Component: e51x|Servers|jc6202.home

1 - -
/‘u’;altmg to be processegl\ Processed By Collaboration
_ - 1B78 1878
o o
1 910 910 .
M A
g g
L o ! o
\ total gO2SintermediateSenderDat total q02SintermediateSenderDat

Let’s leave the infrastructure running until allemes are empty. The last message
written to a file was 003530.
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003526_CTLID_20081019063722.hI7.0ut 1KB OUT File 25-Apr-2010 3:56 PM
003527_CTLID_20081015011007.hi7.out 1KB OUT File 25-Apr-2010 3:56 PM
003528_CTLID_20081015011433.hi7.0ut 1KBE OUT File 25-Apr-2010 3:56 PM
003529_CTLID_20081014063121.hI7.0ut 1KB OUT File 25-Apr-2010 3:56 PM
5| 003530_CTLID_20081014072219.hl7.0ut 1KB OUT File 25-Apr-2010 3:56 PM
| 003531_CTLID_20081016103704.hi7.0ut 1KB OUT File 25-Apr-2010 3:59 PM
| 003532_CTLID_20081017061057.hi7.out 1KB OUT File 25-Apr-2010 3:59 PM
003533_CTLID_20081015115327.hi7.0ut 1KBE OUT File 25-Apr-2010 3:59 PM
003534_CTLID_20081015063352.hl7.0ut 1KB OUT File 25-Apr-2010 3:59 PM

Let's start the HL7 inbound and, when a few files$ gritten to the output directory,
stop the collaboration that delivers to the HL7bowind to demonstrate that messages
are queued in jc6202 when the outbound interfatka@xternal system is shut down.

%a
/qﬂﬁntelmediales enderlou

>z

cHL7025Intermediate’ enderQut

2
qO2SIntermediateS enderEm

I Status [Il Consumption |l| Summary |I| Logging [Il Alerts _

Component:
eb1x|Servers|jc6202.home:4848|02SIntermediateSender|02SInterr

T

HostandPort jc6202.home: 4848

System eslx
1 4848|025IntermediateSender|025Intermed
State Down
Since Mon Apr 26 02:01:29 EST 2010
Type 1CE Collaboration
Procassed 2964
Waiting 197

o

Last message file written was 003706.

Let’s start the interface again to allow message fio resume.

O, e, e e
03704_CTLID_20081019025911.hI7.out 1KE OUT File 25-Apr-2010 4:01 PM
003705_CTLID_20081017075850.h17.out 1KB OUT File 25-Apr-2010 4:01 PM
003706_CTLID_2008101706538.hi7.0ut 1KB OUT File 25-Apr-2010 4:01 PM
003707_CTLID_2008101603202.hI7.0ut 1KB OUT File 25-Apr-2010 4:04 PM
003708_CTLID_20081020012932.hI7.out 1KB OUT File 25-Apr-2010 4:04 PM
003709_CTLID_20081017045522.hI7.out 1KB OUT File 25-Apr-2010 4:04 PM
003710_CTLID_20081019082728.hl7.0ut 1KB OUTFile 25-Apr-2010 4:04 PM

Once we start getting new files written to the dioey let’s stop the HL7 Inbound on
mcz02 to simulate external system down scenario.
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a
3RFinalRecerer ou

lb-lb- —F—

; 2
eaHL FInbound jedHL7mbound1 q03RFinalRecererD at

2
q03RFinalRecererEm

status [[[ Consumption I Summary i Logaing T Aver:- 1N

Component:

e51x|Servers|mcz02.aus.sun.com:34848|03RFinalReceiver|03RFinalReceiverDP|d

HostAndPort mcz02.aus.sun.com: 34848

System e51x
Component e51x|Servers|mcz02.aus.sun.com: 34848 |03RFinalReceiver| 03RFinalReceiverDP|dp03RFinz
State Down
Since Sun Apr 25 17:03:26 EST 2010
Type 1CE Collaboration
Subscriber not available
Processed 3650
Start

Let’s re-start the HL7 Inbound after a few minutesllow message flow to resume.
Since the HL7 Outbound on jc6202 could not delteethe listener on mcz02

messages were queued. Over 1000 messages were gquéuetime the outbound
was unable to connect. It will now process the hagk

2
25 IntermediateS enderou

FLTT) =
D b

2
prmediateSendeDat  cm02SIntermediateSender_j cHL7025IntermediateS enderd ut

A
q02SIntermediates enderE

II Status I Consumption [I] Summary [I] Logging [I] AR Component: e5lx|Servers|jc6202.home:4
Waiting to be processed Processed By Collaboration
8217 8217
0 0
f f
M 4]
S | 1026 1026 ;
total g02SintermediateSenderDat total g02SintermediateSenderDat
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We will allow the processing stream to continuealait 5099 messages are processed
and written to the file system directory.

First the intermediate processor processes all 5@&&ages, as indicated in the log
by a message with the sequence number of 005098.

jc6202 - PuTTY

Then, some time later, the HL7 Outbound on jc620Rsend them to the HL7
Inbound on mcz02 where they will be written to diSke delay is occasioned by the
message queuing between components both on jcé20@ramcz02.

Indeed, all 5099 files were successfully processetlwritten to disk.

T ETE7| R

General | Sharing I Securi‘lyl Customize I

,.-J [output =——
X || Name = dified I
=] =0 005075_CTLID_20081103114910.hi7.0ut 2010 5:13 PM
= 005076 _cTiIn_20081103104741.h7.0ut Tl"fe: File Folder _ 2010 5:13 PM
005077_CTLID. 20081030112403.hi7.out {L,caﬁon: CAJCAPSE2Projects\HL TResiiencerdats. ) 2010 5:13PM
=) o05078_cTLID_20081102022715.h7.0ut Ea o 2010 5:13PM
[ 0os079_CTLID_20081101115946.H7.0ut Size! 2.6 ME {2,271.209 bytes) 2010 5:13 PM
_ﬁl 005080_CTLID_20081030081643.hi7.0ut Size on disk:  19.9 MB (20,885,504 bytes) 2010 5013 PM
&= 005081_CTLID_20081102123400.h17.0ut - S 2010 5:13 PM
|=oos082_cTio_s0081104071840.h7.0ut | | Cortains: 5059 Fles, OFoldes 2010 5:13 PM
=) 005083_CTLID_2008103010135,hi7.0ut 2010 5:13 PM
=) 005084_CTLID_2008110411617,hi7.0ut Created: Sunday, 11 Aprl 2010, 8:17:22 AM 2010 5:13 PM
= 005085_CTLID_20081102072442 hi7.0ut 2010 5:13PM
= oos086_CTLID_20081101022525.hi7.out Mo RiER Aibiosit 2010 5:13 PM
=) 005087_CTLID_20081106084732. 17,00t S —i 2010 5:13 PM
=) ons5083_CTLID_20081102023758. hi7.0ut I” Hdden 2010 5:13PM
=) on5089_CTLID_ 20081105033332.h7.0ut 2010 5:13 PM
e ons090_CTLID_2008103105705.hi7.0ut 5010 5:13 PM
[=)00s091_cTLID_20081030035320.h7.0ut 2010 5:13 PM
_I =) 005092_CTLID_20081106075507.h17.0ut 2010 5:13 PM
=) 005093 _cTLID_20081102023235. H7.0ut 2010 5:13PM
=) o0s094_cTLID_20081105084023. Hi7.0ut 2010 5:13PM
[= ons095_cTLID_20081101125843, H7.0ut 0K I Cancel ! J 2010 5:13PM
&= 005096 _cTLID_20081103043936.H7.0ut 2010 5:13PM
.@I.O-J.S.uﬁ_?m_zuua.l 101043724.hI7.0ut 1KB OUT File 25-Apr-2010 5:13 PM
[=floos0ss_cLID 2008110112475 L h7.0ut 1KB OUT File 25-Apr-2010 5:13 PM
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We know that in a correctly configured Java CAP@remment messages will not be
lost and will not be duplicated.

Summary

This note walked through the preparation of theaJaiPS 6.2 VMware Virtual
Appliances for a HL7 messaging resilience exerarsdeploying ready-made Java
CAPS 6.2 HL7 solutions. The exercise for HL7-bassilient solution, processing
HL7 v2.3.1 messages, was conducted and discussed.

We are convinced that a resilient Java CAPS saludam be configured and that it
will process messages in the face of typical failand disruption scenarios without
message loss or duplication.
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