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Introduction

It seems frequently assumed that architecting apdbgling Highly Available (HA)
solutions requires Application Server and/or OpegEBystem clustering. When it
comes to SOA and Integration solutions this ismemtessarily a correct assumption.
Load Balanced (LB) and Highly Available HA) SOA almdegration solutions may
not require that degree of complexity and sophasion. Frequently, protocol, binding
component, JBI and architectural application depignperties can be exploited to
design highly available solutions. Testing LB anél $blutions requires infrastructure
consisting of multiple hosts and the ability todsh” hosts at will. With virtualization
technologies available now it is far easier to msstiple virtual machines then to use
physical machines. It is also easier and poteptiais destructive to “crash” virtual
machines then it is to do so with physical machines
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In this Note a heterogeneous, non-clustered calectf hosts will be used to
implement and exercise three load balanced, highvdylable GlassFish ESB-based
solutions. The environment consists of a numbeénddépendent “machines”, which
are not a part of an Operating System Cluster. E@aelchine” hosts a GlassFish
Application Server. Application Servers are indegent of one another and are not
clustered. This is to demonstrate that load balnaghly available, horizontally
scalable solutions, based on the GlassFish ES®&@talone, can be designed and
implemented.

The specific class of solutions to which this d&stan applies is the class of solutions
which:
1. are exposed as request/reply services
a. HL7 messaging with explicit Application Acknowledgent
or
b. Request/Reply Web Services
or
c. JMS in Request/Reply mode
2. implement business logic as short lived processes
3. are
a. atomic
or
b. are idempotent
or
c. tolerant of duplicate messages

Classes of solutions with characteristics diffeffeotn these named above require
different approaches to high availability and hontal scalability, and are not
discussed here.

In this Note only high availability and scalabiliby receiver solutions is addressed.
This aspect is the focus because a failure to ppaenessage by a receiver may
result in message loss —generally a bad thing.

Paradoxical as it may sound; senders are speceasad receivers. Just as a receiver
is triggered by arrival of a message so too isnaee Making sure that the sender
trigger message does not get lost is much the sameaking sure the message a
receiver receives does not get lost. This meanghbaame considerations apply to
senders and to receivers.

This note discusses an exercise involving an exaopld balanced, highly available,
horizontally scalable healthcare environment, pssicgy HL7 v2 messages.
Discussion includes customization of generic GledsESB v2.2 VMware Virtual
Appliances for a specific Load Balancing and Higla#ability exercise and
deploying ready-made GlassFish ESB solutions. kkecese for HL7 BC-based,
Web Service-based and JMS-based highly availaide, balanced, and horizontally
scalable receivers, processing HL7 v2.3.1 messagikbe conducted and discussed.
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At the end of the Note we will have three GlassEHSIB VMware Appliances with
GlassFish ESB v2.2 Runtime infrastructure, readys for further GlassFish ESB
Load Balancing and High Availability exercises.

The reader will be convinced, one hopes, thatlferapplicable class of GlassFish
ESB-based solutions, load balancing and dynamlioviei without message loss
work. For that class of solutions this provideshah availability and horizontal
scalability without resorting to Application SernarOperating System clustering.

Exercise Environment

The runtime environment for the non-clustered LBathncing and High Availability
exercise will consist of three VMware Virtual Manbs, each with GlassFish ESB
v2.2 runtime installation, and the VMware Host maehwhich will serve as the Load
Balancer machine, in addition to its regular duieshe VMware host.

Note that the VMware Virtual Machines, which will be used for this exercise, will use
1280, 640 and 640 Megabytes of physical memory each. The VMware Host must have
at least 512 Megabytes of memory for its own Operating System so the absolute
minimum physical memory required in the Host is 3 gigabytes. It will be a tight fit on
a machine with so little memory so it will be much better to have a machine with
sufficient physical memory to allow at least 1536, 1024 and 1024 Megabytes of
memory for the VMware virtual machines (gfesb01, gfesb02 and gfesb03 respectively)
and at least 1 Gigabyte of memory extra for the Host OS. This adds up to over 4.5
Gigabytes of physical memory. This also eliminates Operating Systems like 32-hbit
Windows XP, which will only support 3.2 Gigabytes of memory. Naturally, there may
be multiple VMware Hosts used. Each VMware Virtual Machine could be running on
its own physical machine, eliminating the memory shortage issue and OS memory
support restrictions.

The schematic below depicts the “physical” envirenin
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gfesb02 and gfesb03 will be configured identicdilgm the GlassFish ESB solution
perspective. They will host the same projects aiidshvare the common JMS
infrastructure with shared JMS Queues to which edttHorward messages. Each
message received by either of the two hosts wiploeessed identically.

Further hosts, with the GlassFish ESB environmentigured like that on gfesb02
and gfesb03, can be added to horizontally scalesiteiver solution.

To facilitate discussion of the solution, the heistironment will be shown as though

gfesb01 consisted of two separate hosts, whichnbt.
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This is to convey the separation of the sender filmerdrainer and make diagrams
more readable.

Solution Implementation

The solution is designed to exercise a heterogenemun-clustered, highly available,
failure-proof configuration for HL7-based, Web Seerbased and JMS-based
messaging implementations.

gfesb01 | GFESBHA .| gfesbO1
| | gfesb02 ’

i HL7Rcvr
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i HL7Drnr
HL7Sndr ; JMSRcvr =
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For each transport protocol in use there are ttoegponents: a Sender, a Receiver
and a Drainer.

The sender component reads multiple records fréifa e a file system and sends
each record as a separate message to the receivey the transport with which it is
configured. It then waits for an application ackihesdgement — a response message,
send back by the receiver. The acknowledgementiitewto a file with a unique
name containing the message ID and a date/timgpstam

The receiver receives a message over the transpafiggured for it, sends the
message to an external, shared JMS server, gesiaraggpplication
acknowledgement and sends it back to the sender.

The drainer receives a message from the extetmaied JMS server, where the
receiver put it, and writes it to a file with theigue name containing the message ID
and a date/time stamp.

Receiver components use a common, shared JMS S&hielJMS server is assumed
to be highly-available and hosted separately frloenréceiver components, such that a
failure of a receiver host does not cause therfaitd the JMS Server.
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Both the HL7 BC-based, the Web Service-based andM5-based solutions process
HL7 v2.3.1 ADT A03 messages, sent from the seralérd receiver, and HL7 v2.3.1
ACK messages, retuned by the receiver to the sexsdapplication
acknowledgments.

A typical AO3 message might look like:

Wi 8 o i 200 30000 800 nnno o S8 5,0 . 70, . 80 vy, 80 0y, 100,
1 MSH|"~~\&|Systemk|Hosk| PI |[MDM|20080910112956 | |ADTA0 |oooooo_crLID_200309101129§§}P|2.3.1|||nL|NE
z EVN|R03|20080910112956] | | JavaCAPSE " ""nn USERS

3 PID|1]| |A000010"""HosA"MR"Hosi | |Kes=sel”“Abigail| |19460101123045|H|||7 South 3rd Circle”"Downham Market"Eng:
4 PV1|1]I||I|||FUL Fulde”Gordian™"~""nnnns MAIN| [ IEMR||[1]11]11V2008090801529~~~~VISITI[I1111111111111]DISH
_loc||I11112008090801529]20080510112956

3

Highlighted is the Message Control ID field, whietmbeds a message sequence
number.

A typical acknowledgement message might look like:

1 MSH|~~\&|PI|MDM|Systema|HosA|20080910112956] [ADT~ACK|000000_CTLID 20080910112956|F|2.3.1] | |AL|NE
z MSF(]:C_A1000000_CT1’.ID_200809101129@02:& —on-mcz02 |[Host mez02 accepted and forwarded the message| |D
3

Highlighted is the part of the Message Control f@h@ message to which this is an
acknowledgment.

Discussion of the HL7 version 2.3.1 messaging stethts well beyond the scope of
this discussion. Please seew.hl7.orgfor material on the topic.

The Message ID, which is critical in this implemegidn to recognition of gaps in
message sequence and out-of-order message delsrergpedded in each message.
Since each message is either a HL7 v2.3.1 ADT A88saige or a HL7 v2.3.1 ACK
message, MSH-10, Message Control ID filed in th& AA@d MSA-2 Message Control
ID in the ACK are used to carry a unique MessageTltiz message id looks like that
shown below:

000000_CTLI D_20080910112956

The first 6 digits of the message id are the seuahber, which is unique, and
contiguously increasing in each message. Messagk lie 000000, message 2 will
be 000001 and so on.

Names of files written by the sender, containingl@gation acknowledgements, will
start with the message id. Any breaks in sequernit&evreadily apparent to a human
by inspection of file names in the destination clioey.

Names of files written by the drainer, containimgplcation messages, will start with
the message id. Any breaks in sequence will balyeapparent to a human by
inspection of file names in the destination diregto

Each receiver will determine the name of the hasivhich it is running and will
embed that name in the message id prior to paisetngessage on. The names of the
files written by the drainer and the sender wilht@n that host name. This will allow
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a human to determine which receiver (on which hopsiyessed the message. The
round-robin load balancing and fail-over processiilgbe readily apparent on
inspection of file names.

File names will look like these shown below. Ndte sequence numbers, message
types (0LMSG and 02A___ ), processing hosts (gfesif@@b03) and timestamps
embedded in file names.

000000_CTLID_2008091012529_01MSG_-on-gfesb02_20100104-14-33-45-058.h17
000000_CTLID_2008091012529_02A___-on-gfesb02_20100104-14-33-45-154.h7
000001_CTLID_20080911103720_01MSG_-on-gfesb03_20100104-14-34-07-239.h17
000001_CTLID_20080911103720_02A___ -on-gfesb03_20100104-14-34-07-5590.hi7
000002_CTLID_20080910093806_01MSG_-on-gfesb02_20100104-14-34-19-418.hl7
000002_CTLID_20080910093806_02A___ -on-gfesb02_20100104-14-34-19-546.hi7
000003_CTLID_20080912104117_01MSG_-on-gfesb03_20100104-14-34-25-498.hl7
000003_CTLID_20080912104117 02A___ -on-gfesb03_20100104-14-34-26-749.hi7
000004_CTLID_2008091202842_01M5G_-on-gfesb02_20100104-14-34-30-544.hi7
000004 _CTLID_2008091202842_02A___ -on-gfesb02_20100104-14-34-30-664.h7
000005_CTLID_2008090902313_01MSG_-on-gfesb03_20100104-14-34-41-043.hi7
000005_CTLID_2008090902313_02A___ -on-gfesb03_20100104-14-34-41-244.h7
000006_CTLID_20080910114132_01MSG_-on-gfesb02_20100104-14-34-48-711.hl7
000006_CTLID_20080910114132_02A___-on-gfesb02_20100104-14-34-48-777.h7

If the sender fails, nothing much can be done atimitfact, except to try to get a
sender up and running as quickly as possibleelstnder runs in a regular clustered
environment, that is configured to do so, it carstagted on another node in the
cluster and resume sending. Since this discussiabaut horizontal scaling, load
balancing (LB) and high availability (HA) of receiss, there will be no further
discussion of senders, except as far as theirgaraiion impacts load balancing and
high availability of receivers.

Three types of solutions are used in the exercsélL7 BC-based, a Web Service-
based (SOAP over HTTP) and a JMS-based. Each uliferant protocol and each
behaves differently in the face of a failure of theeiver.

Each of the messaging streams is serialized aahder in such a way that the sender
will not send a new message until it received dmawledgment for the previous
message. This restriction is implemented to alldwiiman to observe messaging, load
balancing, retries and fail-over in human time.sTliso allows a degree of control of
when to crash a receiver host to simulate hostriilin a regular implementation,
which does not care about message sequencingestigtion would not be imposed.

To simulate time used for processing by a recee@&ech receiver executes a BPEL
Wait for a random duration of between 0 and 10 seés0Only when the wait is over
does a receiver generate and send an applicatimowatedgement. This allows the
host on which the receiver runs to be crashedi@imerrupt processing so the
acknowledgment to a message being processed @atn@ever gets delivered.
Crashing a currently executing host explicitly indsa retry and redelivery.
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The HL7 BC-based and the Web Service-based sottudhuse a load balancer to
distribute workload between participating hosts amdnsure continuity of message
delivery in the face of failing receivers. The JM&sed solution will not use the load
balancer because the receivers are configuredoasgieting consumers”, an
Enterprise Integration Patterns (EIP) pattern wigiebcribes multiple independent
receivers which can process JMS messages frongie siMS Queue. A “natural”
load balancing takes place anyway.

When message flow proceeds unimpeded, and thebkdadcer is configured to
distribute requests in a round-robin manner, messsage received and processed by
alternating receivers. Event in the case of JM8ivecs, which don’t used the load
balancer, messages are processed by alternatigigae

What makes the solution highly available are thédtipia receivers capable of
processing messages on multiple independent leogtssenders’ ability to recognize
that a message failed to be received and theityatmlretry delivery.

In all cases it is critical to ensure that the sgndcognizes that the receiver crashed
and to retry. The retry must be timely. The timieetato wait for a response before
concluding that it is not going to come must nosbdong that it unduly slows down
message processing, and must not be so short lilvagexr then normal time to
produce a response causes the sender to re-seradjtiest when no receiver failure
actually occurred.

Discussion of specific solutions includes discussibthe timing parameters and
other aspects of sender, receiver and load balaecdégurations, which affect high
availability and load balancing.

Overview of Drainer Projects

Each Drainer project receives messages from a JM&i€and writes them into a
specific file system directory, one file per messag

The BPEL process model, which implements the HLAimar (HL7Drnr), is depicted
below.
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HLZDwr
HL7In 5 [ Fieout
Recgivel [
= = -
SInOp A-:s-?.;u{l
!

Invdkel

The JMS BC is configured as a one-way service vaggimessages from a JMS
Queue hosted on a shared JMS Server.

The File BC is configured to write each message separate file whose name is
derived form the message id in the message.

The Composite Application Service Assembly beldustirates connectivity aspects
of the solution.

WSDL Ports JBI Modulas

(BPEL) HLZDrnr

E HLTDrnr
> HLTIn

ALY
g
¥

FileCut s

HLYDror_Jdmsin_InFort

HLTDrnr_FileQut_QuthoundFort

The process constructs a file name, based on teeage control id embedded in the
HL7 ADT A03 message, and writes the entire JMS gaylto a file with that file
name.
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&3 Sending Fadility

€3 Receiving Application -
-4 ¥ Receiving Fadlity Email BC | 1+
&% Date,Time Of Message Database BC |
-4 ¥ Security
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€3 Processing ID FTP BC |5
& ¥ Version ID
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-4 Variables '._l.
| -5 vout vOut "5l
a3 vin e —=partl —{i_v]
E-E partl e Properties |1
=43 MSH
s I
¢ [-4¥ Field Separator REST BC |5
; -4¥ Encoding Characters LDAP BC |
&% Sending Application HL7BC (=3
|

H
H

— 5
€3 Sequence Number Ge.neral -:'_' '
-4 ¥ Continuation Pointer Filz BC ‘_.H:}
4% Accept Acknowledgmer| Outhound F3-1
&% Application Acknowledg Staging Area [E—

&3 Country Code
-4 ¥ Character Set
&% Prindpal Language Of Add ECL [3—
&3 Alternate Character Se; File Directory [5—
. ¢¥ Any Element
L @g Any Element

: [-{-7) Properties Outbound Lock File Name [F—
A5 Partner Links ersistence Base Directory [F—
Protect Area [E—

Directory Is Relative [3—

=gex For Entries Exduded [F—

Protect Enabled [F—

Append [E—

Demand Read Recursively [F—
Overwrite Existing File [3—
Outbound Lock File Path [3—
Staged File [E—

Protected File [F—

Protect Area Is Relative [F—

A _thl7 e

- File Mame [F—

WSDrnr and JMSDrnr have the same structure andextimity, though each writes
files to a different file system directory.

All project sources are available for download at
http://mediacast.sun.com/users/Michael.Czapski-
Sun/media/GFESB HA LB NetBeans projects.zip/details

Overview of Receiver Projects

Each Receiver receives messages from the bindmgaoent appropriate to the
protocol it supports, obtains the name of the bastvhich the process instance runs,
walits for a random period of up to 10 seconds, sémel message payload to the JMS
Server, constructs a HL7 ACK message using data fhre HL7 ADT A03 message

it received, and sends the ACK as a response teethger.

The BPEL process model which implements the HL7eRee (HL7Rcvr) is depicted
below.
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= =

Invilel
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= |
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The “GetHostName” and “WaitRandTime” scopes aréapsled to de-clutter the
diagram. Blog entries “GlassFish ESB v2.1 - UsiagaBcript Codelets to Extend
BPEL 2.0 Functionality” at
http://blogs.sun.com/javacapsfieldtech/entry/gliabsfesb_v2 1 usingnd
“GlassFish ESB v2.1 Field Notes - JavaScript Caddte Make BPEL Process Wait
for a Random Duration Up to a Maximum number ofligilconds” at
http://blogs.sun.com/javacapsfieldtech/entry/gliabsfesb_v2_ 1 fieldiscuss how
JavaScript and Java can be embedded in BPEL taderoequired functionality.

The HL7 BC is configured to receive HL7 ADT AO03 wexpt messages and to return
HL7 ACK response messages.

The JMS BC is configured as a one-way service sgnmliessages to a JMS Queue
hosted on a shared JMS Server.

The Composite Application Service Assembly beldustirates connectivity aspects
of the solution.
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WSDL Ports

s 2w @8

- R
hiTwsdlFort

0

2 .

B W«

HLT7Rcvr _JMS0ut. CutPort

(BPEL) HL7Revr |

(%] HL7Rowr
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2.2 HLTIn

The process sends the entire HL7 BC payload tdMf& Server, and then constructs
a HL7 ACK message using data from the HL7 ADT AO8ssage which it is
handling. It also modifies the Message Controldzinbed the name of the host on
which it is executing and to embed the “message’typ

5145 Variables

(-1 vA03OUt

[#- 1 VEPISISODURes

[#- 1 vBPISMaxNumMilisReq
[+ vEPISPropValue

-3 Prop
-2 vEPISPropName

&3 Security

ledor
43 Applcation Admowledgment Type
B4 Country Code
%% Character Set
i

€% ADT_A03 FROCEDURE
=R

() Properties

A% Partner Links

—MEH
Field Separator 43-
Encoding Characters €3

—= - Sending Application €+
ing Fadiity €
pplication €3
ing Fadiity €2
Date/Time Of Message €3
Seaurity €3

Message Type 43—

Alack

Aoy
Tl ceteP 1D |
String Je-

inter
Accept Acknawledgment Type €3
Application Acknowledgment Type €3
Country Code €3

Character Set €53

Prindpal Language Of Message €3~
te Character Set Handing Scheme €5
Any Element <5

MSA €

— Adknowledgement Code €3~

= Message Control ID €3

B [Host”  Jo—

[ accepted and Formarded the message’ J&—

> Text Message €3~

The details in the illustration above are too srtwbee what is going on, however all
project sources are available for download at
http://mediacast.sun.com/users/Michael.Czapski-

Sun/media/GFESB HA LB NetBeans projects.zip/details

Both the JIMSRcvr and the WSRcvr follow the samégpatas the HL7Rcvr, varying
only the inbound Binding Component. Message praegss identical.
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Overview of Sender Projects

Unlike the Drainer and the Receiver projects, whighe virtually identical, the
Sender projects vary somewhat in order to accomteatitierent recovery and
redelivery handling capabilities of the sendingdong components. All three
protocols, HL7 MLLP, SOAP over HTTP and JMS are Ti&zBed. How they deal
with service disruption varies from binding compon® binding component.

In general, a Sender reads a file containing meltfl.7 ADT A03 records and sends
each as a separate message to the receiver edteload balancer or via a IMS
Server. Each sender waits for a response, theAQlK message, and writes that
ACK message to a separate file, whose name isatefream the message control ID
of the ACK message.

The HL7Sndr, discussed here, is the simplest ofithee, and superficially not unlike
a receiver.

HL7Snidh

=

Recdivel
AD3FieIn =] ADBHLT Ot
Assignl [ |
= i i =l
Inwdhkel
= 0

AssignZ

Replyl

The HL7 BC is configured to send HL7 ADT A03 reque®ssages and to receive
HL7 ACK response messages.

The File BC is configured to poll a designated clioey for files whose name matches
a pattern and to write responses to the same diect

The Composite Application Service Assembly beldustirates connectivity aspects
of the solution.
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(BPEL) HL7Sndr

&3] HL7Sndr
u 2w [EEE S AD3Filein
e < ADZHLTOUt 3 [EES
HL7EZndr_Fileln_InboundPort
==
P
h7wsdlPort

Note the QoS icons indicating that QoS propertieschanged from their defaults.
The QoS properties on the File BC side are condiduio serialize message handling.
In conjunction with the sender waiting for an acktexigement this causes one
message at a time to be processed.

" HL7Sndr_FileIn_InboundPort -> A03FileIn - Properti x|
=l Congumer
Service Name {Ht'tp:nj2ee.netbeans.orgMSdIJHL?SnerH...J
Endpoint Name HL7=ndr_Fileln_InboundPort J
=l Provider
Service Name thittp: erterprize netbeans orghbpelHLTS J
Endpoint Name FilelnboundPort TypeRaole _myRale
[= Throtting Extension
@ax Concurrency Limit 1 )
=1 Redelivery Extension
Max Attempts
Wait Time
Cn Failure v|

This is the same for all senders regardless obpabt

For the HL7 BC the QoS properties are configuredafine timings and counts,
affecting redelivery handling and discussed in itletasection “HL7 BC and Load
Balancer Timing Parameters”. The HL7 BC, unlikeestBCs, implements explicit,
HL7 protocol mandated, redelivery handling logidisere is no need and no use
configuring redelivery handling parameters throtlghn CASA QoS properties.

WSSndr CASA QoS parameters fore the HTTP BC artogatovide serialization
and to provide redeliver handling configuration.
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x
= Consumer

Service Name thttpe dfenterprise netbeans orghpel=S J
Endpoint Name WSRCW_SOAPInPoﬂTypeRoIEjaﬂnerRoleJ
=l Provider

Service Name {Ht'tp:nj2ee.netbeans.orngdlnNSRcwW...J
Endpoint Name WSRowr_S0APINPort J
= Throttling Extension

Wax Concurrency Limit 1

=1 Redelivery Extension

Max Attempts 3

Wait Time 20000

On Failure Error LI

In addition, the WSSender BPEL process explicittgroides the default HTTP
“connection: keep-alive” header with “connectioluse”, to ensure each request is
issued over a different TCP session and to allendhd balancer to do its work.

vAD3Req "o
sA03Req
Properties -]
ﬁ_._l 'close’ HTTP_Connection_Close T

REST BC

Together with the redelivery handling parameterheénCASA QoS for the HTTP
BC, this ensures that the lack of a timely acknogtment is recognized by the BC,
causes redelivery handling to be invoked, andd¢ljeest to be re-issued.

The HTTP BC timing parameters are further discusseection “WS Projects”.

The JMSSndr is more complex because the respansedt exception is not
propagated to the JMS BC in such a way that expkdelivery handling

functionality configured through the QoS parameigiavoked. The QoS parameters
on the JMS BC side are not configured. InsteadJW8 BC returns an empty
response message to the BPEL process once thautipertod, configured in the
JMS BC WSDL extension, expires.

Elﬁ Bincings i maxConcurrentConsumers 1
E}@‘L" JMS?"-' "-fg _ concurrencyMode cc
#-[= Jms:binding batchSize

E|l£| opGetAl3 redeliveryHandling
-- O__ ims:operation =1 Provider
'%E inputl
ﬁ outputl

=3 Services

Q IMSService

El+{3 Extensibility Elements disableMessageTimeStamp

G- [7] IMSSndr_IMsout Ctimeuut snnnn)

deliveryiMode

timeToLive 30000
priority

dizableMes=sagelD

Since an empty response does not trigger a faydticdt logic is required to allow the
JMSSndr to recognize the failure and explicitlyered the message a pre-configured
number of times.
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Assignl

(ihile 1 B
EileRR L Partmerd, ..
| '3-5-:|L|f:;| o -
I Invglel
=l

Assign3

e —
= |
.i\-_'--:i'-.;u 12

The JMS BC timing parameters are further discugssdction “JMS Projects”.

All project sources are available for download at
http://mediacast.sun.com/users/Michael.Czapski-
Sun/media/GFESB HA LB NetBeans projects.zip/details

Load Balancer Preparation

For this exercise | use the VMware host, the maemrwhich the VMs run, as the
load balancer host. The load balancer software isithe PEN Load Balancer,
obtainable fronmhttp://siag.nu/pen/There are distributions for Windows, variety of
Linux flavors and other popular Operating Systems.

Pen distribution for Windows can be downloaded fiditp://siag.nu/pub/penr/l use
pen-0.17.1a.exe. It is a Windows executable compilith Cygwin libraries. You
may need cygwin.dllttp://www.cygwin.comy to run it.

Whichever operating system you use, the commasedolgtions used to support load
balancing discussed in this document are the same.

Here is a dump of the pen help message.
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C:“downleadsca_what>pen-0_.17_1a.exe
usage:
pgn [-€ addr:zport] [-E] [-b sec] [-5 H] [-c H] [-e host[-port]] ™

[-t sec] [-x H] [-w dir] [-HPWadfhrs] *
[-o option] *
[-E certfile] [-KE keyfile]
[-6 cacertfile] [-A cacertdir]
[-£] [-R] [-L protocol]
[host:]poert hi[-pi1[:maxci[:hard1]]] [h2[:p?[:maxcZ[:-hard2]]]] ---

host:port abuse server for naughty clients
port control port
SEC tracking time in seconds (0 = forever) [0]
add ¥-Forwarded-For header in http requests
use poll() rather than select()
use weight for server selection
enable “exit’ cormand for contrel port
debugging dumps in ascii format
blacklist time in seconds [30]
max number of servers [16]
max number of clients [20438]
debugging on (repeat -d for morel
» host:port emergency server of last resort
stay in foregound
use hash for initial server selection
j dir run in chroot
file name of configuration file
file logging on
do not make sockets nonblocking
bypass client tracking in server selection
stubborn selection, 1.e. don’t fail over
SELC connect timeout in seconds [5]
user run as alternative user
file write pid to file
H max number of simultaneous connections [256]
file save statistics in HTHML format in a file
option use option 1n penctl format
certfile use the given certificate in PEH format
keyfile use the given kev 1n PEM format (may be contained in cert)
cacertfile file containing the CA's certificate
cacertdir directory containing CA certificates in hashed format
use 55L compatibility mode
require valid peer certificate
protocol 55123 (default), ss12, ss513 or tlsi

example:
pen smip mallhost1:smtp mailhost2:25 mailhostd

The pen load balancer can be run as a daemonisenvitcan support multiple
configurations in the same instance. | chose tsaparate instances of pen, in the
foreground (-f), to clearly separate each loadrmfay configuration and to show
message exchange (-a —ddddf) for each configuragparately.

The pen load balancer is only one of the criticahponents in the load balancing and
high availability configuration which uses it. Teender and the receiver must also be
correctly configured to achieve the desired effébis is discussed in the sections
pertaining to the JBI solutions themselves.

Load Balancer configuration for the HL7 BC-based Solution

The HL7 BC-based solution uses the following comdhiame options for the load
balancing configuration:

pen-0.17. la.exe -C 44000 -X -a -S 2 -d -ddddd -f -I
pen.log -p pen.pid -r -w pen.stats. htm 34001 gf esb02
gf esb03

17 of 59



Exercising Load Balanced, Highly Available, Horizally Scalable HL7 v2 Processing Solutions

Critical options are:
-r Use Round Robin load balancing algorithm
34001 Listen on port 34001 — this is configureth@ HL7 BCs

Any tcp connection requests to the host running feport 34001, will be redirected
to hosts gfesb02 and gfesb03, to their port 34001.

All other options are not critical. Peruse the pgan page to see what they are and
what they do.

Load Balancer configuration for the HTTP BC-based Solution

The HTTP BC-based solution uses the following comanlane options for the load
balancing configuration:

pen-0.17. la.exe -C 44001 -X -a -S 2 -d -ddddd -f -1
pen.log -p pen.pid -r -w pen.stats.htm -t 5 -b 60 9080
gf esb02 gf esb03

Critical options are:

-r Use Round Robin load balancing algorithm
-t5  Time out connection request after 5 seconds
-b 60 Blacklist an inactive target for 60 seconds
9080 Listen on port 9080 for connection requests

Any tcp connection requests to the host running feport 9080, will be redirected
to hosts gfesb02 and gfesb03, to their port 9080.

Appliance Preparation

Following instructions in Blog entries “GlassFisBE v2.x Field Notes - Preparing
Basic JeOS Appliance for GlassFish ESB LB and HAtihg", at
http://blogs.sun.com/javacapsfieldtech/entry/gliabsfesb_v2_ x_fielédnd “GlassFish
ESB v2.2 Field Notes - Installig GlassFish ESB loe Basic JeOS Appliance for LB
and HA Testing” at

http://blogs.sun.com/javacapsfieldtech/entry/gliabsfesb_v2_ 2 fieldcreate three
appliances whose host names are gfesb01, gfesl0gesb03. When finished, the
three appliances will be identical.

The host gfesb01 will be used for the shared JM&Bt$igfesb02 and gfesb03 will be
a part of a heterogeneous non-Cluster. To provictdlactive name for both we will
use an alias hostname of ghesbha. Add this alkoastipg to the host on which the
load balancer will be running, to the /etc/hodis din gfesb01, which will be
connecting to the non-cluster via the load balancer

My host environment is based on a Toshiba Tecramith 3.2Gb of real memory,
running Windows XP, SP3. To run three virtual maelion that platform requires
careful management of physical memory. | recongiguhe gfesb01 appliance to use
1280Mb of memory (it has 6 projects deployed), giesb02 and gfesb03 to use
640Mb of memory each (each runs three projectd)v&n them the three VMs use
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2.5Gb of real host memory, leaving just enougtttierhost OS to run, with the few
essential applications used to interact with thesvivironment.

Appliance Customization

Some of the GlassFish ESB projects, which will bpldyed to the GalssFish ESB
appliances, will process HL7 v2 messages usingittiieBinding Component. To
facilitate that, GlassFish ESB runtime in eachhef appliances must have the HL7
Binding Component installed. The basic applian@epared so far has the GlassFish
ESB v2.2 standard runtime. This runtime does neélthe HL7 BC.

Download the HL7 BC fronmttps://open-esb.dev.java.net/Downloads.htifb do

S0, havigate to the site, click the “Select commafsg for download” button and click
the “download” link corresponding to the HL7 BC (keasure it is from the v2.1
distribution).

%° Components for v2.1

These are compenents that can be installed on top of GlassFish ESB v2.1. Some components are already part of the GlassFish ESB w21
development-builds (nightly build) of these components can be found below. These builds may contain the latest bug fixes, but may also cc
because they are not fully tested and certified. Of the other components, some are in active development, meaning your mileage may vary

Installation notes..
| ‘Select component(s) for download: | or  Select component(s) for launch (JNLP) |

¥ download v2.1*

¥ download nightly build

@ BPEL SE

@ [EPSE # download v2.1* ¥ download nightly build
@® roJo SE # download nightly build
@ wLm SE ® download nightly build
® eMail BC # download nightly build
@ File BC ¥ download v2.1* # download nightly build
@ FTPBC ® download v2.1* ¥ download nightly build
@ HTTP BC ¥ download v2.1* ¥ download nightly build
@ JMSBC ¥ download v2.1* ® download nightly build

@ Scheduler BC
@ Database BC
@ RESTBC

® download v2.1%
¥ download v2.1*

@ Data Integrator / ETL SE

@ Data mashup

¥ download v2.1*

® download nightly build
# download nightly build
¥ download nightly build
¥ download nightly build
¥ download nightly build

@ XSLT SE ¥ download v2.1* ® download nightly build
@ ExecBC download nightly build
@ HBC ¥ download nightly build

Save the hl7-component-installer.jar to a converimsation.

| %] waIt-1596-hook. jar
|ﬂ xpe.jar
File name: Ihl?bc-component-installer.jar j Save
Save as bype: IEmecutabIe Jar Filz j Cancel
A

Extract the JAR named component.jar from the hifjgonent-installer.jar.
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ﬁ Manifest.m
ﬂ GlassfishLocat
ﬁ FileUtils.dass
ﬂ Utilities. dass View with internal viewer
ﬂ ProgressPage View with UEDIT32.EXE

ﬂ WizardDescrip Select All
| : Sele

To remember what it is, rename component.jar toddimponent.jar.
Install the HL7 BC on each of the three virtual maes — for each virtual machine:

1. Make sure the Virtual machine is started and thea&dFsih ESB instance is
running (as it should since the machine is conédup start it at boot)

2. Start the GalssFish Applicatin Server Admin Conswi¢he GlassFish ESB
instance.

3. Expand the JBI node in the node tree, click onGbenponents node and click
on the Install button on the right hand window

Home Version

User: admin  Domain: domain1 = Server: gfesb01.home

Sun GlassFish™Enterprise Server v2.1.1

= N
v JBI _I JBl = Components

Service AmmV Components
» (] Components
Manage Java Business Intglgration Binding Components and Service E

E_‘] sun-database-binding
E—{| sun-emai-binding

JBl Binding Componerits and Service Engines (14)

[e<] sun-file-binding [E_::J LE_J | | install., | | | Uninstal I—Opelations— vI |
E—{| sun-ftp-binding
E__ ‘:1| sun-hitp-binding Name + | State +, | Type + | Description

Databasze binding
Shutdown = Binding execute Stored P
environment.

sun-database-

E—{| sun-jms-binding
binding

E‘I' sun-ldap-binding
E—{| sun-rest-binding
E‘I' sun-scheduler-binding
\‘5@ sun-bpelenging
@ sun-edm-engine

sun-email-binding | Shutdown @ Binding Email Binding Con

File binding. Provi

sun-file-binding Shutdown = Binding environment

FTP bkinding comp
a JBI 1.0 compliar
HTTP binding com
inaJBl1.0 compl
JMS binding Comy
the JBI environme
LOAP binding cor

ke el

sun-ftp-binding Shutdown = Binding

\-5:?? sun-javaee-engine sun-http-binding Shutdown | Binding
@ EUn-pojo-engine
. sun-jms-binding Shutdown = Binding
@ sun-xsh-engine

O a|o|o|a|go a

» [ Shared Libraries sun-idap-binding | Shutdown | Binding

4. Click on the Browse button, locate and select fiedomponent.jar archive
(previously extracted from hl7-component-instajierand renamed form
component.jar)
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JBI = Components
Install JBI Binding or Engine (Step 1 of 2)

Specify the location of the JBI BC or SE Archive to be uploaded. This can be a package file such jar or _zip.

Location: & Package File to be uploaded to the Application Server
File to Upload: |

8] Package File that is accessible from the server.

File to Copy: Browse Files....
File Upload i _ﬂﬁ[
Lpokip: Itjdownloads j < ._? e [T

| 71 gpg4win-2.0, 1.exe
Lﬁgpg%h—i’orﬂo\rices—l.o.o.pdf
CllGPGee-1,4.0-BETAL zip
@GPGEE - GNU Privacy Guard Explorer Extension.htm
hl7bc_component.jar
m hl7bc-component-installer.jar
CDIhi7v2xsd. zip
install_flash_player.exe
iproute_20090324-1_j386.deb
= a

2

My Recent
Documents

€

Desktop

5. Click Next
6. Accept all default values by clicking Finish

JBl = Components

Install JBI Binding or Engine (Step 2 of 2) @ Cancel

Review summary info, select/deselect enablement, and optionalty configure the component.

Summary

File Name: hifbc_component jar
Name: sun-hi7-binding
Description:  HLT binding
Version: 270

Build Number: 091019

Status: ¥ Enabled
Start the Binding Component

General - Configure Component

Number of Qutbound 10
Processor Threads

Number of threads to concurrently process outbound HLT requests. The range of meaningful values iz from 1 to 21474335847,

Number of InboundReply |1

Threads Maximum number of threads to procezs responze for HLT client Requests concurrently. Any integer number between 1 and

Data Source Name jdbe/hiThedh
Name of the Datazource where gun-hl7-binding persistz =equence number and hl7 acknowledgment meszages

Allow Dynamic Endpoint | fz|se -I

Indicate if Dynamic Endpoint iz allowed

Always Creates New tue =
W It specifies whether ALWAYS try to create a new connection for a connection establishment request. If it is false, HLTBC wil try to
use an existing connection taken from pool; if it is true, then it is always try to create a new connection without trying to match

eviztinn r~nnnectinn

The HL7 Binding Component should now be installed seady to use.
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JBl = Components

Components

JBI Binding Components and Service Engines (15}
|_g_| |_E__| | ninsta —Operations— | state:| Show Al = | Type: Show Al ~|

Build
Name +, | State +, | Type +, | Description + | Version +, | Humber +, | Action

sun-database- Database binding component. Provides capability to perform DML

FTP protocol in a JBI 1.0 compliant envirenment.
=un-hly-kinding Started Binding HLY binding 270 091019 Upgrade

HTTP binding component. Provides meszage processing capabilities over
HTTP protecol in a JBI 1.0 compliant environment.

| Shutdown | Binding operations and execute Stored Procedures on a database using JOBC 260 091216 Upgrade
binding . X .
APlin a JB1 1.0 compliant environment.
[ zun-email-kinding = Shutdown | Binding Email Binding Component 260 091216 Upgrade
O sun-file-binding Shutdown | Binding File blndln_g. Pru\.leIes comprehensive file transport capabilties in a JBI 280 091218 Upgrade
1.0 compliant environment.
] sun-fip-binding Shutdown  Binding FTP binding component. Provides mezsage processing capabilties over 260 091216 Upgrade
r
r

sun-http-binding = Shutdown = Binding 260 0512186 Upgrade

Remember to do this for all three hosts, gfesbOIFESB02 and gfesb03.

To prevent the GlassFish Application Server Admangble form going off to the
Internet to try to get a Sun Commercial displayethe bottom of the initial window,
add the following JVM argument:

-Dcom sun. enterprise.tool s. adm ngui . NO NETWORK=t r ue

On gfesb02 and gfesb03 edit /etc/hosts and add@mess mapping entry for gfesb01.:

On gfesb01 also add an address mapping entry foe gesbha corresponding to the
address of the host on which the load balancerbeillun.

On gfesb01 create the following directory hieraraimaking sure that it is owned bu
user osol and group staff:
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| GFESBv22Pr o) ect s/ GFESB_HA LB/ dat a

The data directory will contain HL7 files to be pessed and these produced as the
result of processing. Obtain and unzip intoglo@ir ces sub-directory of thelat a
directory, content of the archive HL7 _messages casuzip. This archive can be
obtained fromhttp://mediacast.sun.com/users/Michael.Czapski-
Sun/media/HL7_messages_sources.zip/details

14 sources - osol@gfesh01 - WinSCP

File Commands Mark Session View Help

Address |} /GFESBv22Projects/GFESE_HA_LB/datafsources
S e R s S I G I e S e T
& [ - i3] 20 - [fg] pefaut - -

E 5 / <root> MName = Ext

{53 bin ADT_AD1_output_1.hI7

-4 J) boot || ADT_AD1_output_1.xml
{3 dev ADT_AO1_output_2.hi7
-{J) devices || ADT_a01_output_2.xml
- etc ADT_A01_output_26.hi7
EHQ eport | ADT_A01_output_26.xml
E"_Er”;ol ADT_AD1_output_5.hi7

=45 GFESBv22Projects
") GFESB_HA_LB

E-{3) data
i-{C3) HL7Dmr_CA_FileOutt

i-[13) HL7Sndr_CA_Filelnbc

= ADT_AD1_output_5.xml
ADT_AO01_output_S0.hI7
=] ADT_AD1_output_50.xml
ADT_AD1_output_50000.hi7
= ADT_A01_output_50000.xml

ADT_ADL output_5099.h17
(S| ADT_AD1_output_5099.yml

{3 jdk16.0_16

Only ADT_A03_outputnnnnn.hl7 files will be used. Keep or delete other fiéessyou
see fit. One or more of the files in that a directory will be used to exercise the
HL7xxxx solution.

On gfesb01 create the following directory hierarchy

| GFESBv22Pr oj ect s/ GFESB_HA LB/ data_j ns

From thedat a/ sour ces directory copy ADT_AO03_outputinnnn.hl7 files to the
data_jms directory. These will be used to exerttise]MSxxxx solution.

On gfesb01 create the following directory hierarchy

| GFESBv22Pr o] ect s/ GFESB_HA LB/ data_ws

From thedat a/ sour ces directory copy ADT_AO03_outputinnnn.hl7 files to the
data_ws directory. These will be used to exertise/V/Sxxxx solution.

=-{C5) GFESBv22Projects

. =) GFESE_HA_LB
F-) data
--ﬂ data_jms
_} data_ws
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Shared Resources Configuration

All receivers will send messages to a shared, fnghhilable JIMS infrastructure. To
address the same infrastructure, each of the twmiégtion Servers, on gfesb02 and
gfesb03, must have a IMS Connection Pool whichtpomthat shared IMS
infrastructure.

Strictly speaking creation of a connection poaias necessary. Each sender to JMS
and receiver from JMS could be simply configurethviie URL of the form
mq://jmshost:jmsport, however this would requiramfjes to the WSDL each time
the host or the port was changed, with build angajefor each affected project. By
providing a JNDI-referenced pool we externalizesththings to the Application
Server so the service assembly can be deployadytagplication server with the
right pool.

On each of gfesb02 and gfesb03, configure the ressuas follows:

1. Create a New JMS Host — ConfiguratienJava Message ServieeJMS

Hosts
Sun GlassFish™Enterprise Server v2.1.1
@ e Container ;I Configuration = Java Message Service = JMS Hosts
@] EJB Container
v pF Java Message Service JMS Hosts

» o TEE The Java Message Service (JMS) host specifies the syste

E;} default_JMS_host

2 PhysicalDesinations bostsn |

@ Securty
:ﬂ: Tranzaction Service | ‘ H\;Ime

> @ HTTP Service [T | defaut_JMsS_host

> % ORB

a. Name:shared_jms host

b. Host:gfesb01

c. Port: 7676 (or whatever port the host was configured to osdMS —
check that by looking at configuration of the ddfalMS _host on
gfesb01).
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Configuration = Java Mezsage Service = JMS Hosts

New JMS Host

The Java Mez=sage Service (JMS) host specifies the zystem where the JMS service iz running.

Name:

Host:

Admin Username: b

Admin Password: b

|sharedjms_hnst

| gfesbln

Mame or IP addre=s; if name, muzt contain onby alphanumeric, undel

(7676

Listener port for 2ervicing JMS requests

|E|dmir1

User name for maintaining the JMS =ervice, can be up to 255 chara

Password for JMS administrator

Confirm New Password * |-u-.

2. Create a New Connection Pool — Resour@eSonnectors> Connector

Connection Pools

Sun GlassFish™Enterprise Server v2.1.1

=
Custom MBeans

A Iﬁ Resources
» E JDBC
> H JMS Resources
[ JavaMail Sessions
> [\:j JNDI
¥ 5 Connectors

» [[5] Connector Resources

> D comeomroomecknpooe

g imgi-te
i‘:ﬁ jmig1-not<
Admin Object Resources

apop

Click Next

Name:jmq_tx_shared_jmq
Resource Adapter: sun-jms-adapter
Connection Definition: javax.jms.ConnectionFactory

[ ]

Resources = Connectors = Connector Connection Pools

Connector Connection Pools

Click New to create a new connector connection pool. Deplo

G (5] | Delete

1 | Resource Adapter

-
| ‘ JHDI Hame
M| mgix
O jmg1-notx

=sun-jmz-adapter

2un-jmz-adapter
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Resources > Connecters = Connector Connection Poole

New Connector Connection Pool (Step 1 of 2) %

Create a Connector Pool, select the az=ociated Resource Adapter and Connection Definition, then click Mext.

Name: * jmg_tx_shared_jmg
A unigue name; can be up to 255 characters, must contain only alphanumeric, underscore, dash, or
characters

Resource Adapter: * s 1 ;l
Choose from the lizt of deployed resource adapters (connector modules)

Connection Definition: ™ javax jms ConnectionFactory ;I

e. Description: Shared ransactional IMQ

Rezourcez = Connectorz = Connector Connection Poolzs

New Connector Connection Pool (Step 2 of 2)

Werify the Connection Pool =ettings, add propertiez defining the value for each property, and click Finizh.

General Settings

Hame: jmg_tx_shared_jmg
Resource Adapter: sun-jms-adapter

Connection Definition: javax.jms.ConnectionFactory
Description: Shared, Transactional JMQ

f. Connection ValidationRequired
g. Transaction SupporKA Transaction

Connection Validation

Connection Validation: [#; Required
Validate connection before passing to container.

On Any Failure: [T Close All Connections
Cloge all connections and reconnect on failure, otherwise recoennect enly when used

Transaction Support: | ¥ Transaction ;l
Level of tranzaction support. Overwrite the transaction support attribute in the Resour

compatible way.
h. Additional Properties:

i. Options: IMSJCA.sep=,

ii. Password: admin
iii. ConnectionURL: mq://(shared_jms_host)

iv. UserName: admin
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Additional Properties (4)

@ @ | Delete Properties
| | Name Lt | Value -
™" [Options JMSICA sep-,
" [Password admin
" [ConnectionURL maq://(shared_jms_haost)
™ [UserName admin

3. Create a New Connector Resource — Resoupc&nnectors> Connector
Resources:

Sun GlassFish™Enterprise Server v2.1.1

I -
* [ shared Libraries Resources = Connectors » Connector Resources

» ESB
Customn MBeans

A @ Rezources

Connector Resources
A connector resource is a program object that provides

3 é JDBC
> a JMS Rezources
[ Javallail Sessions @J [E_J | Delete | | Enable | | Disat
* i | | mpivame T+ | Enabled .
v 3 Connectors [T | jms/notedefautt true
> Connector Resources [ | jmsfmotxijmg1 true
i imsiteijmag 1 7 | jmetbadefautt true
[ imstbodefault 7| jmefbdjmgi true
E:: jm=/notjmg1
[ Ime/notddefault

Name:jms/tx/shared_jmq

Pool Namejmqg_tx_shared_jmq
Status: Enabled

Click OK

apop

Resources = Connectors = Connector Resources

New Connector Resource
To create a connector resource, specify the connection pool with which t iz az=ociated.

JNDI Hame: ¥ jms/bo'shared_jmg
A unique name; can be up to 255 characters, must contain onty alphar

Pool Name: * jmg_tx_shared_jmg ;I
Use the Connector Connection Pools page to create new pools

Description:

Status: [+ Enabled

These resources will be used in receiver projectdantify the shared JMS
infrastructure and to interact with it.
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Project Deployment

Archive GFESB_HA_LB_deployables_SAs.zip, at
http://mediacast.sun.com/users/Michael.Czapski-

Sun/media/GFESB_HA _LB_deployables SAs.zip/detatsitains the ready-to-
deploy service assemblies for all projects usdtierexercise. Download the archive
and unzip it to a convenient directory on a hoat ttas a modern web browser and
connectivity to the virtual appliances gfesb01 spfé2 and gfesb03.

HL7 Projects

Projects HL7Sndr_CA and HL7Drnr_CA will be deployedyfesb01. Project
HL7Rcvr_CA will be deployed to gfesb02 and gfesb03.

gfesb01 | GFESBHA || gfesb01
| | gfesb02

HL7Rcvr

HL7Sndr

gfesb03

HL7Rcvr

' )
= ) o) A
Sun Coniidential Infemal Sun and SunAulhonzed Pariners U\'ﬂ“ 5

]

There are at least three different ways to deptojepts to a remote server. The two
discussed below are using the NetBeans toolingp@mlévelopment machine to
deploy to remote instances of the GlassFish ApjptineServer and using the
GlassFish Application Server Admin Console on ezfdine remote GlassFish
instances.

If all the virtual machines and the developmentiemment are co-located on the
same physical host the memory requirements oatippnents are additive. On my
Toshiba Tecra M5 with 3.2Gb of useable memory lI¢owt run both the NetBeans
IDE and the three VMs all at once. | resorted &otstg two out of three VMs,
deploying HL7Drnr to gfesb01 and HL7Rcvr to ondlad gfesb02 or gfesb03, then
shutting gfesb02/03 down, starting the other amdayéng to it, then deploying
HL7Sndr to gfesb01. Once deployments were completbdt down NetBeans to
recover the physical memory | needed to run theetMMs concurrently.

Using the GlassFish Application Server Admin Coasslsomewhat more
cumbersome, in that one has to start the Consdigidiually on each VM, but has the
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advantage of smaller memory footprint. | was abldeéploy components while all
three VMs were running.

You will choose the method that is best for you.

Using the NetBeans IDE

If using NetBeans to deploy Service Assemblies itecessary to add each of the
target servers to the Servers list in NetBeansviSes tab.

Repeat the steps below for gfesb01, gfesb02 arsth@B

T T e———— —

b [l [ise. ax
#- = Databases

-[2] LDAP Servers

@. Web Servi

= R

I

W Add Server Instance x|

Steps Choose Server

1. (Choose Server
p A Server: |classFish vi -

GlassFish v3 Prelude
JBoss Application Server
Cracle Weblogic Server

Sailfin w1 LI

Mame: |GlassFish_v2.x_GFESB02

< Back | Mext = i ! Enish Cancel Heln
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x

Steps Server Location

1. Choose Server Spedfy the server location folder assodated with the domain being registered.

2. Server Location :

3. Domain Admin Login Info Server Location: |C:‘I,GIassFi5hESEv22‘lglassﬁ5h Browse. ., |

(" Register Local Default Domain

Domain: IInthnst:Z%[...‘qdnmains‘qdnmainl} LI
" Register Local Domain

@ Begister Bemote Domaﬂ)

™ Create Personal Domain

Profile: IDefauIt LI

= Back | Mext >‘E Eimeh | Cancel | Help |

x

Steps Domain Admin Port Info

1. Choose Server port used to communicate with the remote domain.
2. Server Location
3. Domain Admin Port Info

4, Domain Admin Login Info

Host: Igfesbnz.home|

Fort: I 48485:

<Back | Nent:»“ Erish | Cancel |  Hep |

x

Steps Domain Admin Login Info

1. Choose Server Enter the user name and password that the IDE should use to authenticate domain
2. Server Location administration commands.

3. Domain Admin Port Info

4. Domain Admin Login Info Admin Username:  [admin

A in Pa Dfd' I::t:r—tt:r—:

If you specify a user name and password, the values will be stored in your user
directory, which is a security risk. If you leave the fields blank, you will be prompted
for the values when needed.

il

<gack | e | Emlshrl Cancel |  hep |

To deploy HL7Rvcr to gfesb02, for example. RighticHL7Rcvr_CA, choose
Properties, select “Running Project”, select “Glask v2.x (GlassFish v2.x
gfesb02)” (or gfesb03) and click OK.
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W Project Properties - HL7Rcvr_CA x|

oo @ General
El- @ Buid
. @ Packaging Project

E| O Fun /

GlazsFish v2.x (GlassFish_v2.x_GFESBO3) k
GlassFish v2.x (GlassFish v2.1) /

Once the deployment target is set, which is whetthappened, right-click
HL7Rcvr_CA and choose Deploy.

Add JBI Module...
f- 2 HL7sndr_C#  Add External JBI Module...
% WSDrnr Mew »
- WSDrmr_CA
m-Z2 ¥HLRovr 1ot
& XHLZRCVr_C Clean and Build
M55 xH7sndr | CEan

o e oo,
H-3 YHLRowr Undeploy

b @ e e

Deploy HL7Sndr_CA and HL7Drnr_CA to gfesb01.
Deploy HL7Rcvr_CA to gfesb02 and gfesb03.

Using the GlassFish Application Server Admin Console.

Use a modern Web Browser to Start the GlassFisHidgiipn Server Admin Console
on gfesbO1lttp://gfesb01:4848 Log in as user admin with password adminadmin
(or whatever password you provided at installatiore). Select JBH> Service
Assemblies node.

User: admin  Domain: domain! ~ Server: gfesb01.home

Sun GlassFish™Enterprise Server v2.1.1

— =
Common Tasks =
Application Server Service Assemblies
v Applications Manage Java Business Integration Seprice Assemblies.

[5] Enterprise Applications
. 5 ik JBIl Service Assemblies (6)

Web Applications E— _
£15 Modules lE_“’,'J LE_J | | | Undeploy I—Opemﬁons— =] | state:|Show &l =]
[ Connector Modules | | Name e | State LT | Description
> Lifecycle Modules O HL7Drnr_CA Started Represents the Service Assembly of HLYDrnr_CA
Application Client Modules O HL7Sndr_CA Started Represents the Service Assembly of HL7Sndr_CA
. O JWMSDrr_CA Started Reprezents the Service Asszembly of JMSDrnr_CA
i Web Services
O JMESndr_CA Started Represents the Service Assembly of JMSSndr_CA
]
LI
= O WSDrnr_CA Started Represents the Service Assembly of WSDrnr_CA
[ ]
. % O W3Sndr_CA Started Represents the Service Assembly of WSSndr_CA
L Components

¥ [[Z] Shared Libraries
> [ ESB
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Click “Deploy” in the right hand window.

Navigate to where the HL7Drnr_CA.zip Composite Apgtion Service Assembly is
stored, choose it and click Next.

JBl = Service Aszemblies

Deploy JBI Service Assembly (Step 1 of 2)

Specify the location of the JBI 54 Archive to be uploaded. This can be a package file such jar or .zip.

Location: * Package File to be uploaded to the Application Server
File to Upload: Ivﬁijeds\GFESE_HA_LE\HLT-"Dmr_CA.zipI Browse_ I

[ Package File that is accessible from the server.

File to Copy: Browse Files...

This will cause the HL7Drnr_CA.zip to be transferte the target host, ready to be
deployed in the next step.

JBI = Service Assemblies

Deploy JBI Service Assembly (Step 2 of 2)

Summary

File Name: HL7Drnr_CA zZip

Name: HLVDrnr_CA

Description: Represents the Service Assembly of HL7Drnr_CA
Status: [¥ Enabled

Start the Service Assembhy
Application Vernification
Verification [~ Enabled

erify that each deployed-to target component has the named application configuration required by this JBI Service

Azsembhy.

Confirm the details and click Finish to deploy ervice Assembly.

Once deployed, the Service Assembly will appedhénlist.
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JBl = Service Azssemblies

Service Assemblies

Manage Java Business Integration Service Asszemblies.

(B%] |5 | | | Undeploy | State:| Show Al ;I

—(Operations—

| | Hame 4 | State 4 | Description
[ HL7Dm r_Ca Started Represents the Service Assembly of HLYDrnr_CA
O HLYSndr_CA Started Represents the Service Assembly of HLYSndr_CA
T | JMsDm r_CA Started Represents the Service Aszembly of JMSDror_CA
r JWMSSndr_CA Started Represents the Service Aszembly of JMSSndr_CA
O WsDrnr_CA Started Represents the Service Assembly of WSDrnr_CA
O W5sSndr_CaA Started Represents the Service Assembly of WSSndr_CA

Follow this method to deploy the HL7Sndr_CA.zipmfesb01 and HL7Rvcr_CA.zip
to gfesb02 and gfesb03.

HL7 BC and Load Balancer Timing Parameters

The set of HL7 BC-based projects use the HL7 B @@iocessing functionality to
detect connection disruption and take steps tdoraga message. Selected timing
parameters in the HL7 BC in the sender are coorglihaith the PEN load balancer’s
timing parameters and the expected duration of HivIR processing to support
seamless failover.

As discussed in section “Load Balancer configurafa the HL7 BC-based
Solution”, pen load balancer command line | usésdde this:

pen-0.17. la.exe -C 44000 -X -a -S 2 -d -ddddd -f -1
pen.log -p pen.pid -r -w pen.stats. htm 34001 gf esbh02
gf esb03

By default pen’s connect timeout is 5 secondd.fHils to connect to the server in
that time it will blacklist the server for a defapkriod of 30 seconds. With round
robin load balancing algorithm in operation (-faded server will add 5 seconds to
the time it takes to send a message every 30 setmoduse pen will try to determine
if the server came back to life and can be useg@rocessing.

The HL7Rcvr (and all other receivers) introducamadom delay of between 0 and 10
seconds for each message they process. Thisimmttage real work being done and
slow everything down to the human speed. This m#atsa receiver may on
occasion take in excess of 10 seconds to processsage.

Since the sender expects an application acknowfeegeit must be prepared to wait
for that acknowledgement in face of delays intragtlby the receiver and these
introduced by the load balancer.

A connection timeout of at least 5 seconds, préfgré0 seconds, and response
timeout of at least 15 seconds (5 + 10), prefer8Blgeconds, is a minimum
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requirement. These timing parameters require tubasgd on experience with the
solution behavior.

Sender timings are defined in the HL7Sndr's HL7 &@figuration, represented by
the HL7Sndr_HL70Out.wsdl in the NetBeans project Bhdr.

W New WSDL Document L |
Steps Communication Controls
1, Choose File Type
2. Name and Location Outbound Communication Controls
3. Abstract WsDL Details
4, (General Settings ¥ MAX_COMMECT _RETRIES
5. HL7 Version 2 Settings
6. Communication Controls Value !2;2[1 Recourse Action iErrc:r _ﬂ
v TIME_TO_WAIT_FOR_A_RESPONSE
Value IZDDI.'.IEI Recourse Action IF‘.eset ;]
W MAX_NO_RESPOMSE
Value Il Recourse Action |Reset ;!
[V MAK_RECETVED
Recourse Action |Reset _ﬂ
¥ MAY_NAK RECEIVED
i Recouse Acton [~ |
Max Nak Received ﬂ
Action to be taken after the spedfied maximum no. of times reached _*r_l
4_.“
< Back | [Hext = | E@w' I Cancel | Help |

In particular:

MAX_CONNECT_RETRIES, defined as “retry up to 2 tengith a 20 second delay
between retries” (2;20), will cause the HL7 BC étry a connection to the
load balancer, consequently to an alternate Hastconnection fails. The 20
second delay is more then is required to allowpre load balancer to try a
connection to the server, timeout if it is not dafalie, and try to connect to
another server.

TIME_TO_WAIT_FOR_RESPONSE, defined as 20000 mids®ds (20 seconds) is
twice the maximum expected processing time (randalue of up to 10
seconds) plus the load balancer connect timeosg¢bnds) and has a margin
of 5 seconds added to minimize the potential ofilog a response that
happens to take more then 15 seconds to return.

The HL7 BC configuration in the sender must accaunttonly for the expected
maximum time it may take to return an applicatickreowledgement but also for the
potential delays introduced by the load balancerthe network infrastructure.
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WS Projects

WSSndr_CA and WSDrnr_CA must be deployed to gfesdB8Rcvr_CA must be
deployed to gfesb02 and gfesb03. The steps to dépdoprojects are the same as for
the HL7 BC-based projects discussed in previousosec

gfesb01 | GFESBHA .| gfesbO1
| | gfesb02 ‘

WSSndr

|| gfesb03

The HTTP BC-based projects use the WSSndr CASAivedy handling QoS
Properties to configure detection of connectiomugiBon and message resubmission,
in conjunction with modification of the default HPTconnection header.

Timing parameters in the HTTP BC CASA QoS propsréiee coordinated with t eh
pen load balancer timing parameters and the expecteation of WSRcvr’'s
processing to support seamless failover.

As discussed in section “Load Balancer configuratm the HTTP BC-based
Solution”, pen Ipad balancer command line usedHisrset of projects looks like this:

pen-0.17. la.exe -C 44001 -X -a -S 2 -d -ddddd -f -1I
pen.log -p pen.pid -r -w pen.stats.htm -t 5 -b 60 9080
gf esb02 gf esb03

The pen load balancer is configured for round raébaa balancing (-r). Each request
will be submitted to a different server, if HTTPdaers permit. By default the HTTP
“connection: keep-alive” header is added by theastfucture underlying the HTTP
BC and the load balancer keeps the single conmeestablished by the sender for all
requests the sender sends. When the receivettailsad balancer closes the
connection and the sender re-tries, causing thiebdakancer to open a connection to
the surviving receiver. This is fine for fail-ovieut not for load balancing. Forcing
connection closure after each request, HTTP heéadanection: close”, allows the
load balancer to load balance requests at theo€astating and destroying
connections for each request.
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The WSSndr BPEL process implements the HTTP headdification using the
NMProperties functionality.

Input Al -

variables {7
vACKRes 14
vAD3IReq “3—-
¢ sA03Req [
N

Prop = '
Add NM Property Shortout. ..
— HH-P_CGHHECHDH_GD! Add MM Property...

|

¥ Add NM Property

Gopertvhlame: |I—|'I'I'P_Cor1r1ection_close )

Type or Element: I{htn::;’Mww.WS.orgmm,D(MLSﬁema}smng

[+ Associate property with message IgetAOSR.eq
~Map Property To
=) SOAP HTTP BC «—

@ Inbound
EHJ) Outbound <

- [@ Custom Pmperﬁ/
=

-- [0 SOAP Header

=

[~ Mew MM Property: I
Query:

connech'onl ,F
[

¥ Sync with tree

oK &I Cancel

vAD3Req —._']—H—ZI

=sAl3Req
Properties =

= HTTP_Connection_Close T4

The read timeout (-t 5) is an arbitrary numberexfands we are prepared to wait

before concluding the server is not going to acteptonnection and giving up on
the server for the time defined by the blacklistquk
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Blacklist period of 60 seconds (-b 60) is a compeanbetween the frequency at
which a potentially dead server is probed, whicst€etx seconds, and the time it

takes for a server that is ready to process wodktode used by the load balancer,
which may cost up to =bseconds.

Accommodating the load balancer and WSRcvr timitigs WSSndr HTTP BC
configuration for connect and read timeout is:

Read Timeout = 30000 (Max 10000 for WSRcvr procesgi2 + 5000 for PEN Read
Timeout x 2)

% tpalx[_stsmfc.e.msax

u|| 7|8 %

Source | Diesign

JBI Modules

{BPEL) WSSndr
[ wssnd:

S FileRR

FILE

WESndr_Fileln_InboundBart

2
P4

Add Connection. ..
WERovwr 80—/ ————

x|
= Wain
Interface Name {hﬂp:.l’s]?ee.netbeans.org.l‘\rvsdlﬁ.-'\@ﬁcww...J
Service Hame {hﬂp:.l’s]?ee.netbeans.orngdlﬁNSRcwW...J
Em:l|:||:||nt Name WERCYr_S0APINRPort

WSRR 2w [EE8

SOAP

Connect Timeout
Read Timeout

B S5L Hostname Verification Extension
Hestname Verification O
[= Config Endpoint Extension

Disable in BC O
[=] Config Exten=ion

Name

= JAX-WS Extension

Handlers

=1 SOAP Headers Extension

Propagate Headers v

[ER

55L Hostname Verification Extension ﬂ

The HTTP BC configuration in the sender must actooh only for the expected
maximum time it may take to return an applicatickreowledgement but also for the
potential delays introduced by the load balancerthe network infrastructure, and
any HTTP header-based connection longevity requargs
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JMS Projects

JMSSndr_CA and JMSDrnr_CA must be deployed to gfesbMSRcvr_CA must be
deployed to gfesb02 and gfesb03. The steps to dépdoprojects are the same as for
the HL7 BC-based projects.

gfesbO1 GFESBHA gfesb01
' | gfesb02 ‘

JMSRcvr

gfesb03

JMSSndr JMSDrnr

JMSRcvr

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

A JMS-based sender typically sends a message ttMBeServer, receives a
“transport acknowledgment” from the JMS Server enadtinues, regardless of
whether the message got delivered to the next coemioTo ensure delivery past the
JMS Server, the IMSSndr client and the JIMSRcviigeoooperate at the application
level. The IMSSndr expects the IMSRcvr to retuspeific acknowledgment
message when it processes the message it rec&visdneans that when the
JMSRcvr fails the IMSSndr will block waiting foretlapplication acknowledgment it
will never get.

The sender must be configured to retry deliverydbes not receive an application
acknowledgement in the expected time. This is &ibkier then would initially
appear. The JIMSSndr submits a message to the JM&r Sand then waits for the
acknowledgement message (request/reply). WherMBesérver receives a message,
the message becomes available to the JMSRcvr, wigkht up and starts processing
it.

Redelivery handling configuration in the JMS BC aedelivery handling
configuration in the Composite Application Servikgsembly (CASA) are designed
to deal JMS BC's inability to deliver to the IMSr&er. By the time the IMSRcvr
received a message the JMS BC in IMSSndr will saeeessfully delivered the
message. JMS BC-level and CASA-level redeliverydfiag logic will not be
effective.
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If the IMSRcvr host fails, the acknowledgement ragsswill not get sent back to the
JMS Server and will not become available to the 3nt8. JMS BC in the JIMSSndr
will eventually time out.

As apparently operating in GlassFish ESB v2.2 J&Sndr will not get a fault on
timeout, as expected, but rather it will get an gnmpessage. The JMS BC-based
sender must implement explicit logic to recognizat the acknowledgment message
is empty, meaning the send failed, and explicittyy sending the message.

The only configuration parameters that are effectixe time to live (before message
is expired and thrown out by the messaging senand)Timeout (waiting for a

reply). The latter controls how much time will esgdbefore the IMSSndr receives an
empty ACK message.

H% IMSSndr I:JW Hindings maxConcurrentConzumers 1
2.6 Process Fies E}@b MSBinding Por Type="TMSPortTf o ode o
B M2 [ jmsibinding batchSize
: ----- [&] MsSndr bpel E-2) opGetAD3 redefiveryHandling

Y 1mssndr_FileIn.wsdl B O jmsioperation [l Provider
g msSndr_MsOut.wsd %f inputl deliveryMode
--|j Referenced Resources % outputl timeToLive 30000
=85 IMSSndr_ca B3 Services priority
[ Service Assembly | B @ msserice disablelessagelD
B1-C] Procsse Fies E@ Extensibility Elements disableMessageTimeStamp
[a JBI Modules E FMSSndr_IMSOut E":":I':“:I

Because there is no load balancer involved, the BRSonfiguration in the sender
must account only for the expected maximum timmeay take to return an application
acknowledgement.

The implementation of retry functionality in the 38ndr is briefly discussed in
section “Overview of Sender Projects”.

Test Preparation

The environment must be brought to the state réadgsting in the configuration
shown below.

gfesb01 gfesb01

| GFESBHA
| | gfesb02

HL7Revr

HL7Drnr

HL7Sndr

JMSRcvr

WSSndr WSDrnr

gfesb03
JMSSndr

JMSDrnr

HL7Rcvr
WSRevr

JMSRcvr
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To prepare the environment perform the followirgpst

N =

Noohkow

Start gfesb01 VM until it shows the IP address

Start Putty/SSH Client on gfesb01 and tail serggr(fun the unix tail
program, or a Windows equivalent, to continuousbplay server.log as it is
being written to)

Start gfesb02 VM until it shows the IP address

Start Putty/SSH Client on gfesb02 and tail serggr.|

Start gfesb03 VM until it shows the IP address

Start Putty/SSH Client on gfesb03 and tail serogr.|

Move the Putty/SSH Client console windows arounsguoh a way that the
bottom 1/8 of each is shown, with a “tail” command continugishowing
the server.log on each of the hosts.
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8. Start pen load balancer on port 34001 for the HCFsed projects

9. Start pen load balancer on port 9080 for the HTTIRsed projects

10.Move pen console windows in such a way such thegt #ne both visible. Note
that for pen server 0 is gfesb02 and server leshfi3.

local addressz=[0.0.60.0:4460004 ]

local addresz=[B.8.8.8:34881 ]

n = 1, address = gfeshB2,. pno 340081, maxcl
n = 1, address gfeshB3,. pno 340081, maxcl
SEPUEBPRE S

@ 192.168.47.132:34001:-68:8

1 192.168.47.131:-340081:-68:8

tile log to pen.log

mainloop_select{>

last = B, uzed = B, max = 25%6

. pen 9080 gfesh02 gfesbh03 - C:\FO55\ pen\pen-0.

16:21:21: local address=IL A.@:-4468601 1

16:21:21: n = 1, address feshB2, pno 28080, maxcl
16:21:21: = 1, address feshB3,. pno 28080, maxcl
16:21:21: =zervers:

16:21:21: @ 192.168.47.132:7088:6:8

16:21:21: 1 192.168.47.131:7888:8:8

16:21:21: file log to pen.loyg

16:21:21: mainloop_select(>

16:21:21: last = B, used = B, max = 256

B.a.
16:21:21: local addressz=[A.0.0.8:788A1

=g

=g

11.Submit 5 message sets for HL7xxx, WSxxx and JMSxxxgfesb01 by
copying the ADT_AO03_output_5.hl7 file to data, datas and data_ws
directories, to prime the infrastructure and make @Il components work
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[LEM] ML T AL UL 2D
=] ADT_a01_output_s0.hi7
[e=f] ADT_a01_output_5099.hi7
=] ADT_a03 _output_1.hi7
ADT_AD3_output_5.hI7
&=l ADT_a03 _output_25.hi7
£ data_jms =] ADT_a03 _output_49.hi7
----- - JMSDmr_CA_FileQu ﬂ ADT_AD3_output_5099.hi7
----- ) JM5Sndr_CA_Fileint |2 ADT_AO1_output_1.xml

E-C0) GFESBv22Projects

----- () sources |2 ADT_A01_output_2.xml
EH) data_ws 2’| ADT_A01_output_5.xml
""" () sources || ADT_A01_output_26.xml

..... _| :.".'SDmr_CA_HIEOLrt = ADT_AD1_output_50.3ml
""" ) WSSndr_CA_Filelnb = ANT AN utnot 5099l

12.0Observe messages being sent through the pen |tattba

H18—H [ h-28:2! L2667 3H
M1 8—H § 7 H § r
H1H—H 0 f H 1 1
H18—H [ f H , LB .6H [
M1 8—H § 7 H 0 0 1 z 0
H18—H [ f H [ f
H18—H [ f H 0 [
§ B H o=HiF 1 HREA?1H L6 AD H GIGIEIEIE]G
PIT AUHAAL A o=H H o=H f 46010 [ 0
[l 1 0 B2t A2HBE
P 0 : H HUEHTABH
, [ [ F 0 MR8 A8 ,
HEH?10H 56
; HE .6 H h26673H ' b8 § B : o=H i F 1
HAEA?1H 56 AD A HHHHEA [ HHEH?1H 256 iF :
H18—H [ f H G [ f

14.once all messages are processed, clear outputatiescdata, data_jms and
data_ws of messages
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=) / <root & | | Name Ext
~faz) bin |[CZAHLDrnr_CA_FileOQutboundService_HL 7Drnr_FileOut_Ou-547465245
-4 boat
- dev
{7 devices
=) export
Eq:] home
J osol
EHZ) GFESBvZZProjects
=13 GFESE_HA_LB
=03 data 00 _20 5G_-on-gfesh? 6-29-47-658.hI7
(3 HL7Dmr_CA_FileCur 0o _20 on-gfesb02 0105 -412.hi7
{75 HL7Sndr_CA_Filelrk _20 ( sb03_2010010 9-054.h17
&) sources on-gfe -542.hi7
E-5) data_jms
{3 JMSDmr_CA_FileQu
t-{C3) JMSSndr_CA_Fileint
J SOUMCES

Testing resilience of the HL7 BC-based Solution

While we can test machine failure will all threeesims of messages being processed
concurrently, testing a stream at a time, at ledisally, will be better to verify
correct operation of the configuration.

We intend to start with all machines and all congrtas started and processing
messages. This is what was happening in the prispastage discussed in the
previous section. We expect messages to be pratesaaound robin manner,
alternating between gfesb02 and gfesb03. Once $6 oressages are processed, we
will “crash” gfesb03 by closing the VMware Playeingdow in which it runs. This

will cause retry functionality, after timeout petido be invoked. We expect message
flow to continue without message loss and we expassages to now be processed
by gfesb02 only. This should be reflected in naofebe output files. Once we see
enough messages processed by gfesb02, we willghesitO3 again and walit for it to
start the GlassFish Application Server and deplbtha receivers. As soon as the
HL7Rcvr has been deployed and the most recentdakhcer blacklist interval for
the gfesb03 expired, we expect to see gfesbOatbmtking up messages again. We
expect this to also be reflected in the namesebitltput files.

Let’s begin by copying the file ADT_AO03_output_1BIF, containing 101 ADT A03
messages, to the data directory, and observingahsole windows and the output
directory until around 15 messages are processed.
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oo pen 43001 gfesb02 gfesh03 - CG\FOS5\pen\pe

20108185 16:38:18: last = B, wsed = 1, max = 256
2010-81-85 16:30:27?: copy_upt@» B bytes
201 0-81-A5 cloze_conn: connections_used = @
201 0-81-A5 last = B, used = B, max = 256
20168-81-85 match_acl<B, 37529792)
281881 -15 Bypassing client tracking
201 0-81-A5 : Trying server B at time 1262678220
201 0-81-A5 : match_acl<@, 37529792
201 0-81-A5 Successful connect to server @
201 8-81 -85 Client 1iF2.168.06.2 has index B and server A
201 68-81 -85 41' store_conn: connections_used = 1
201 0-81-A5 last = A, used = 1, max = 256
201 0-81-85 41- cupy_up(ﬂ) 452 hutes
452 : EHEH'A”\& Ekatemﬂ iHosA IPI iMDM: 28@8891@12529!IHDTAHEEIEEEEEE_GTLID
PID!1! inBEBA1G™" HuﬂHAHRAHuaH..Hessel Abigail!i174680181123845 M1 117 So
uth 3rd Circle™"Downham Market™ England - NurfulkA3EBZBAUHII 1111 1A2808
PU1 111311 1G00 Goodlace “Andrew™ " *MAIN! | IEMR! ! 288809038
A14345UISIT i i it il i IDISH DISPidisch loci! ARBE?AEAL43
.512008071812529
192.168.68.2 1262670221 192.168.47.132 AMSH!I""&!Systemf !HosA IPI IMDM 2
AR8A?1812529 1 IADTAA3 |9EBABE_CTLID_20@8309168125291P12.3.11 1 IAL!INE
20108185 16:43:41: last = B, wsed = 1, max = 256
20108185 16:43:48: copy_downt{B> 247 butes
247: FMEHI""~&IPI IMDMiSystemA iHosA 128A8A?1012529 | IADT“ACK | ABBOAA GTLID
_2AA8RFiBi2529-by—i9%2.i68 47 .132:-5372b24a:125fch?f6?:-Ye83 P23 .11
MSA 1CA 1BBAAAA_CTLID_2008091081252?_B2A___ —on—gfeshB2 iHost gfesh@2 accep
.ed and forwarded the messageiiD
20108185 16:43:47: last = B, wsed = 1, max = 256
2@1@ A1-05% 16:43:49: copy_upA> A hytes

-85 16:43:4%: cleose_conn: connections_used = @

—A% 16:43:49: last = B, wused = B, max = 256

gfesb03 handles message 000004, waiting 9.841 dedmfore returning the ACK.

L sources
== 0o0000_CTLID_2008091012529_01MSG_-on-gfesb2_20100105-16-43-43-76 L.hi7
= 000000_CTLID_2008091012529_02A___-on-gfesb02_20100105-16-44-00-492.hl7
=) 000001_CTLID_20080911103720_01MSG_-on-gfesb03_20100105-16-44-05-341.hl7
== 000001_CTLID_20080911103720_02A___ -on-gfesb03_20100105-16-44-17-719.hl7
&=l ooooo2_cTLID_20080910093806_01MSG_-on-gfesh02_20100105-16-44-21-908. hi7
== 000002_CTLID_20080910093306_02A___ -on-gfesb02_20100105-16-44-33-189.hl7
&= 000003_CTLID_20080912104117_01MSG_-on-gfesb03_20100105-16-44-40-276.h17
= 000003_CTLID_20080912104117_02A___ -on-gfesb03_20100105-16-44-51-968.hl7
== no0004_CTLID_2008091202842_01MSG_-on-gfesb2_20100105-16-45-04-052.hi7
= 000004_CTLID_2008091202842_02A___ -on-gfesb02_20100105-16-45-15-559.hl7
5= 000005 _CTLID_2008090902313_0 IMSG_-on-gfesbi3_20100105-16-45-25-515.hi7
= 000005_CTLID_2008090902313_02A___-on-gfesb03_20100105-16-45-37-026.h17
&=l ooooos_cTLID_20080910114132_01MSG_-on-gfesh02_20100105-16-45-50-584.hi7
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Six messages processed, alternating between gfesiol0gfesb03. All messages were
processed in sequence, so far.

Let’s now crash the gfesb03 to simulate systenurfail

3 _gfesbli3 - VMware Player Fie 1 WM - beb v -0

Sunl3S Release 5.11 VUersion snu_111b 32-bit

Copyright 1983-2009 Sun Microsystems, Inc. All rights reserved.
Use is subject to licenze ternms.

Hostname: gfesh03

Reading ZF3 config: done.

Mounting 2ZFS filesystems: (6-6)

OpenSolaris JeOS Prototype Project Page http:/- opensolaris.orgsos/project- jeoss

Thiz installation has been hardened baszed on €énter for Internet Security (CIS)
recommendations. The warning message below should be customized for your usage.

>Auditing On. Authorized uses only,.-All activity may be monitored and reported.<

OpenSolaris JeDS Login User ’'osol”’ Passwd: '’ justonel’, Root Passwd ’os0l10906°

IP address from NUAM DHCP backgroud process will be printed in max 30 seconds.
IP: 192.168.47.131 , Got ssh key , sshd online
gfesh03 conzole login: Jan 4 14:55:11 gfe=b0®3 ==zhdl6261: Failed none for osol f
rom 192.168.47.1 port 3030 ssh2
Jan 5716:19:13 gfesb03 =shd[6401: Failed none for osol from 192.168.47.1 port 3
BBZ ssh2

| To dirsct input to this vitual machine, press Cirl+G. i

" gfesb03 - VMware Player Fie - \M - Heb - - 0X

VHMware Player i

<P Are you sure you want to power off the virtual machine and exit? Please make sure
.__-r/ the virtual machine iz in a safe state for shutdown; abruptly pewering off can damage
data. When poszible, shut down your virtual machine with its operating system.

Pen reports that server failed and tries anotheese
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oo pen 43001 gfesb02 gfesh03 - CG\FOS5\pen\pe

20100185 16:48:23: copy_downtB> 258 butes

25@: FMSH ! &IPI IMDMiSystemA iHosA | 2AB8AYAYA15414 ! IADT "ACK iABAA14_CTLI
D_2AA8A989015414-hy—192 168 .47.132:-5379b24a:125Ff9ch?f69:—PebhiPi2. 3.1
MZA ICA1B0AA14_CTLID_288809878015414_ B@2A —on—gfezbhB2 iHozt gfezhB2 acce
.ted and forwarded the messageiiD

2010-81-05 16:=48:23: last = B, uszed = 1, max = 256

201 0-81-A5 copy_upt@)» @ bytes

20188185 close_conn: connections_used = A

201081 -685 lazt = B, used = B, max = 256

201081 -685 match_acl<B, 37529772>

281i8—@i—-a5 Bypaszsing client tracking

“Eiﬂ A1- EE Trying server 1 at time 126267@515

match_aclyd, 37529792>

alarm_hanuier{14> |
Server 1 failed, retry in 38 zec: Interrupted sys

—@5 Trying server B at time 12626708520

match_acli@, 3I75297%2)

2@1@—@1—@5 Successful connect to server @

201 0-81-A5 Client 192.168.68.2 has index B and server @

201 0-81-A5 store_conn: connectionsz_used = 1

201 0-81-A5 : last = B, used = 1, max = 256

2010-81-85 cupy_up(ﬂ) 448 hutes

440 = EHEH'A”\& Ekutemﬂ iHosA iPI iMDM | 28888913842353!IHDTA9835888815_CTLI
PID.1"FIBEEiEBAA HosA“MR"“Ho=A | Grek Arno i 1197581601123845 M1 117 South A
PUL 111111 IHUD *Hudie Heu1nAAAAAA AAAHFIINIHEHRI i
16****UISIT=::::::::::::::::DISH DISPidisch lociii 2008P7A8A63216 12
.BEA?13842358

192.168.68.2 1262678528 192.168.47.132 &MSHI""&! mA iHosA IPI IMDM 2
AB8A?13042358 ! IADT~AB3 |@BAB15_CTLID 2888891384235 3.1 11 1AL INE
2018-81-85 16:-48:48: last = B, used = 1, max 256

4
4
4
5
5
5
5
a
a
A
16
A
A

Last message in progress at the gfesb03 at theofite “failure” was message
000013.

The messages are now being handled exclusivelyespg2.
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e ——— e —————_ = — - - D m————_—— ————— — ——

—_ .
=] 0000 10_CTLID_20080911035611_01MSG_-on-gfesh02_20100105-16-47-02-438.hi7

= 000010_CTLID_20080911035611_02A___-on-gfesb02_20100105-16-47-13-948.hl7
=] 000011_CTLID_20080910054534_01MSG_-on-gfesh03_20100105-16-47-20-349.hi7

= 000011_CTLID_20080910054534_02A___ -on-gfesb03_20100105-16-47-32-243.hl7
= 000012_CTLID_20080912071345_01MSG_-on-gfesb2_20100105-16-47-39-047.hI7

= 000012_CTLID_20080312071345 024__ -on-gfesb02_20100105-16-47-50-766,hi7
i 000013_CTLID_20080913095540_0 IMSG_-on-afesb03_20100 105-16-48-02-708.h17
= 000013_CTLID_20080913095540_02A___ -on-gfesb03_20100 105-16—48-13-856.hl_}:_/
= 000014_CTLID_20080909015414_0 IMSG_-on-gfesb02_20100105-16-48-24-000.hi7

= 000014_CTLID_20080909015414_02A___-on-gfesb02_20100105-16-48-35-939.hl7
=] 000015_CTLID_20080913042358_01MSG_-on-gfesh02_20100105-16-48-46-245.hi7

= 000015_CTLID_20080913042358_02A__ -on-gfesb02_20100105-16-48-57-164.hl7
= 000016_CTLID_2008090903011_01MSG_-on-gfesb02_20100105-16-43-02-453.hi7

= 000016_CTLID_2008090903011_02A___-on-gfesb02_20100105-16-49-13-954.hI7

=] 000017_CTLID_20080909021413_0IMSG_-on-gfesbi2_20100105-16-49-27-957.hI7

= 000017_CTLID_20080909021413_02A___ -on-gfesb02_20100105-16-49-39-526.hl7
=] 0o0018_CTLID_20080911012019_01MSG_-on-gfesh02_20100105-16-43-43-342,hi7

Output file names indicate no break in messageesegu No message loss occurred.

Every so often pen load balancer will try to cortrieche failed server and if
unsuccessful will blacklist it for the default 3@ce®nds before trying again.

o pen 43001 gfesb02 gfesh03 - CG\FOS5\pen\pen-0. - | I:Ilz
H1H8-H 0 f 0 1 0 0 E -
A1 80— 1 b 1 1 0 0 0 G
H1H8-H 0 f 0 0 0 f
18— H G 2 H
11 3-8 0 f . H
H1H3-H 0 f . b26H
U188 0 f .

H18—H H G H LZ26YH
A18-81-8@ : 2 A g
A1 H—H i G . 0 0 i
A-A1 -8 : g 68 _6E § §
R ;
[3 [3 [3 [3 y [3
d d d d 0 - d 0
H1 03— 5 G 0 5
f B f ozH i P 1 HE AY H5 6 H AT AW HHABZ 6
1D AWAH M o= H H o= H H 61614 4 1
3 R 1 [l f B8 U8
, 1 1 3 1 M8 A7 A ,
B8 Y HS6H
, 68 . 6H b26H , 1 f B f ozH i P 1

W8 AT H5 6 H 1 AW G1G1015 YT 1 HE AY H5 6 H 3 f
H1H8-H 0 f . 0 f
H1H8-H 0 f 1 1 0 0

0 f B 1 f o= H HE AY H5 6 H AT f HHABZ 6

1 B8 Y HS6H , ha .4 , , 269 3

f A HAMB2 6 1 HHE Y H5 6 H H2H 1 0 1 0
0 [}
. 0 E f
0 i i

= &
= &
= & & &
= & & &

-
=

Let's now boot gfesb03 to bring it back into seevic

47 of 59



Exercising Load Balanced, Highly Available, Horitally Scalable HL7 v2 Processing Solutions

't gfesb03 - VMware Player Fie - VM ~ Help - =

SunDS Release 5.11 Version snv_111b 32-bit
Copyright 1983-2009 Sun Microsystemns, Inc.
Uze is subject to license terms.

Hostname: gfesh03
Reading Z2F5 config: done.
Mounting ZFS filesystems:

All rights reserved.

(6/6)

DpenSolaris JeOS Prototype Project Page http:--opensolaris.org/os/projects jeoss

This installation has been hardened based on Center for Internet Security (CIS)
recomnendations. The warning message below should be customized for your usage.

>Auditing On. Authorized uses only. All activity may be monitored and reported.

OpenSolaris JeDS Login User 'osol’ Passwd: ’ justonel’, Root Passwd '0s010906°

IP address from NUAM DHCP backgroud process will be printed in max 30 seconds.
IFP: 192.168.47.131 , Got ssh key , sshd online
gfesb03 console login: _

To direct input to this vitual machine, press Ctr+G.

<

Start a Putty/SSH Client session and tail servgilgain, when the VMware Player
console window shows the IP Address, to see winetteel startup process the
Application Server is. It will continue startingddeploying projects for a little

while, before all are ready.

Once the server becomes available and the loaddmlaetries,
and starts sending messages.

it gets a connection

= B ]
E HE Y 19 -
Q2 6B .6H HZ2h p 68 & + A oz=H i P )
9 17254 AD Al HAUH [) BB Y 9 P A
i i G . i G
b b G 2 D D b 0
5LH & &P emi 0 HAZHY ol AD A HAAA
D_2AA8@9110954 0 T 0 9E69 D
A A 1 B4 D HEEAY A9 4 BAZ2A i 0 0
D e e '
ZA1 ¢ i i G . i E
2 A A b y. 0 0
E“ E b b b p. 0 0 0 i
2 A A b y. A A
2 § § G . b § y
E"" A1-B5 16:59 !
E“ k § § G . b b
2 A A b y. b A y
F“ k § § G . b
2 A A b y. b
§ § G . b v, 8.6H §
§ § b p, b 0 0 0 g
§ § G . b §
f f b y. b B 44 E
44 & B H osHA P D M3 HY HG AD AB HHEA48
PII ABBH B osH R osH He HH1H 4
P D A HABHYH?1 856
b [) P HABATHA?1B5626
A HY HG
y. LB .68 b b v, G & A osHA P )
HASHY HG H 4 OIEIE]GEH D HHEH b P H
2018-91-B5 16:59:26 ;
-
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The first message picked up by gfesb03, for my teshessage number 000048.

000043_CTLID_20080914013854_01MSG_-on-gfesb02_20100105-16-58-01-551.hl7
000043_CTLID_20080914013854_02A___ -on-gfesb02_20100105-16-58-14-189.hl7
000044_CTLID_2008091403141_01MSG_-on-gfesb02_20100105-16-58-24-097.hl7

000044_CTLID_2008091403141_02A___-on-gfesb02_20100105-16-58-37-619.hI7

000045_CTLID_20080913121414_01MSG_-on-gfesb02_20100105-16-58-39-108.hl7
000045_CTLID_20080913121414 02A___ -on-gfesb02_20100105-16-58-51-311.hl7
000046_CTLID_20080912055754_01MSG_-on-gfesb02_20100105-16-53-02-254.hi7
000046_CTLID_20080912055754 02A__ -on-gfesb02_20100105-16-53-13-377.hI7
000047_CTLID_20080911095454_01MSG_-on-gfesb02_20100105-16-59-14-110.hl7
000047_CTLID_20080911095454_02A__ -on-gfesb02_20100105-16-53-25-970,hI7
000048_CTLID_20080912062251_01MSG_-on-gfesb03_20100105-16-59-42-211.hl7
000048_CTLID_20080912062251_02A___ -on-gfesb03_20100105-16-53-54-504.hl7

Once things settle down, message processing rettuthe round robin pattern,
alternating between gfesb02 and gfesb03.

000047 CTLID_20080911095454 01MSG_-on-gfesb02_20100105-16-59-14-110.hi7
000047_CTLID_20080911095454_02A__ -on-gfesb02_20100105-16-59-25-970,h17
000048_CTLID_20080912062251_01MSG_-on-gfesb03_20100105-16-59-42-211.hl7
IIII‘;: CTLID 2008091206 ! on-gresol 0100105-16-59-59-504, 1
000045_CTLID_20080914053019_01MSG_-on-gfesb02_20100105-17-02-41-745.hl7
000045_CTLID_20080914053019_01MSG_-on-gfesb03_20100105-17-00-45-850.h17
000045_CTLID_20080914053019_02A___ -on-gfesb03_20100105-17-00-59-422.hi7
000050_CTLID_20080916075637_01MSG_-on-gfesb02_20100105-17-02-44-689.hl7
000050_CTLID_20080916075637_01MSG_-on-gfesb03_20100105-17-01-58-512.hi7
000050_CTLID_20080916075637_02A__ -on-gfesb03_20100105-17-02-10-100.h17
000051_CTLID_20080915111152_01MSG_-on-gfesb02_20100105-17-02-44-273.hl7
000051_CTLID_20080915111152_01MSG_-on-gfesb03_20100105-17-02-59-065.hl7
nnun51_::TL1D_znnaug15111152_02A_—on-gfesbn3_zn100105-1?—03-[:9-939.hl? W
000052_CTLID_20080914055430_01MSG_-on-gfesb02_20100105-17-03-14-06 L.hI7
000052_CTLID_20080914055430_02A___ -on-gfesb02_20100105-17-03-24-863.h17
000053_CTLID_20080912105651_01MSG_-on-gfesb03_20100105-17-03-30-474.hl7
000053 _CTLID_20080912105651_02A___ -on-gfesb03_20100105-17-03-41-337.h17
000054 _CTLID_20080914074108_01MSG_-on-gfesb02_20100105-17-03-51-855.hl7
000054 _CTLID_20080914074108_02A___ -on-gfesb02_20100105-17-04-03-654.h17
000055_CTLID_20080911091907_01MSG_-on-gfesb03_20100105-17-04-05-363.hl7
000055_CTLID_20080911091907_02A___ -on-gfesb03_20100105-17-04-16-687.h17
000056_CTLID_20080912062443_01MSG_-on-gfesb02_20100105-17-04-21-148.hl7
000056_CTLID_20080912062443_02A___ -on-gfesb02_20100105-17-04-32-617.h17

Notice, in the listing above, that messages 000029050 and 000051 were
delivered twice. The time taken to deliver acknalgiements was exceeded and the
HL7Sndr timed out and re-sent the message. In wgrely memory-constrained
environment this issue is easy to induce. In arrenment which is not as
constrained this should be a rare occurrence.
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[#12010-01-05T17:02:10.195+0000 | INFO| sun-appserver?.l|com.sun.jbi.hl7bc.extservice.client.TCPFIpHL7Connector |
_ThreadID=141; ThreadName=AnonymousIoService-4; |HLIB o s—Sent-HL7 request to HL7 External System :

MSH|~~\&|Systemk|Hoak|PI|MDM|20080915111152| |80915111152|P|2.3.l| | |ALIHE

EVNIAO3|20080915111152| | | JavaCAPSg~~~sann USERS

PID|1]| |RO0DS550~~~HosA"MR~HosR| | Sandburg~Bessie| |19550101123045|F| | |7 South Bath Circle~~Asten~Noord-Brabant~66437~NL||[||||||A20080909122931
PVLI1II|II|||FROFrommer~Donaldssnnnonenns MATN| [ |EMRIII11111V20080909122931~~~~VISITI[III1III1I111]11IDISH DISP|disch loc|||1|]]20080909122931]
18]

[412010-01-05T17:02:30.200+0000|SEVERE.|sun. rver2.l|com.sun.jbi.hl7bc.futboundMessageProcessor| ThreadID=147; ThreadName=HL7BC-OutboundRec
éset ON MBX N0 reSponse; mMaX No response is 1[#]

#12010-01-05T17:-02-30 0140000 SEVERE |31 rver2. 1] @.3un.jbi hlibc Cuthor Dv‘ncesﬁnr\_ThreadID=lq']_'_'Ihr_\EadName=HLTBC—{)utbndeec
&?B{}EUZL‘S: Receiving HL7 message acknowledgement from HL7 External Syatem Failed|#]

[#12010-01-05T17:02:30.202+0000| SEVERE | sun-appserver2.l|com.sun.jbi.hl7bc.CutboundMessageProcessor|_ThreadID=147;_ ThreadName=HL7BC-CutboundRec
java.lang.Exception: HL7BC-WO0121: Unable to process message exchange 184904451297716-29088-134820037301570199, end point com.sun.jbi.hl7bc.End
at com.sun.jbi.hl7bc.OutboundMessageProcessor.processRequestReplyOutbound {OutboundMessageProcessor. java: 644)
at com.sun.jbi.hl7bc.OutboundMessageProcessor.proc M {CutboundM Processor.java:318)
at com.sun.jbi.hl7bc.Outboundiction.run {CutboundAction. java: 66)
at java.util.concurrent.ThreadPoolExecutorsWorker.runTask (ThreadPoolExecutor.java:B886)
at java.util.concurrent.ThreadPoolExecutorsWorker.run(ThreadPoolExecutor.java:908)
at java.lang.Thread.run(Thread.Jjava:6l9)
Caused by: com.sun.jbi.hl7bc.ApplicationException: HL7BC-E0215: Receiving HL7T message acknowledgement from HL7 External System Failed
at com.sun.jbi.hl7be.OutboundMessageProcessor.sendhindReceiveHLT! {Outboun Froces3or.java:204l)
at com.sun.jbi.hl7bc.OutboundMessageProcessor.sendRegquestAndReceiveACK (OutboundMessageProcessor.java:1643)
at com.sun.jbi.hl7bc.OutboundMessageProcessor.processRequestReplyCutbound {OutboundMessageProcessor. java: 617)
-- 5 more
Caused by: java.lang.Exception: Reset on max no response; max no response is 1
at com.sun.]jbi.hl7bc.OutboundMessageProcessor.resetRecoursefAction (OutboundMessageProcessor.java:2371)
at com.sun.jbi.hl7be.OutboundMessageProcessor.handleMaxNoResponse (OutboundMessageProcessor.java:2089)
at com.sun.jbi.hl7be.OutboundMessageProcessor.sendAndReceiveHLT] {Qutboun Processor.java:1923)
«. 7 more

This highlights the importance of correctly caldirg timing parameters and the
consequences of message processing taking lorgreekpected. In these cases
messages were duplicated, but none was lots. Whiilses acceptable depends on
the nature of the solution and its ability to cepth duplicate messages.

Let’s now crash gfesb02 to make sure that gfesiitpick up and complete
processing.

The last message gfesb02 processed, in my tes)@@85 8. Following messages are
processed by gfesb03.

000074_CTLID_2008091604550_01MSG_-on-gfesb02_20100105-17-11-52-130.hi7
000074_CTLID_2008091604550_02A___ -on-gfesh02_20100105-17-12-03-603.hI7
000075_CTLID_20080915105613_01MSG_-on-gfesb03_20100105-17-12-10-769.hi7
000075_CTLID_20080915105613_02A___ -on-gfesb03_20100105-17-12-22-46 1.hl7
000076_CTLID_20080916102653_01MSG_-on-gfesb02_20100105-17-12-31-357.hi7
000076_CTLID_20080916102653_02A___-on-gfesb02_20100105-17-12-42-857.hl7
000077_CTLID_20080911072324_01MSG_-on-gfesb03_20100105-17-12-53-468.hi7
000077_CTLID_20080911072324 02A__ -on-gfesh03_20100105-17-13-05-178.hl7
000078_CTLID_20080914103403_01MSG_-on-gfesb02_20100105-17-13-09-853.hi7
000078_CTLID_20080914103403_02A___ -on-gfesb02_20100105-17-13-21-010.h17
000079_CTLID_20080912054239_01IMSG_-on-gfesb03_20100105-17-13-22-822.hi7
000079_CTLID_20080912054233_02A___ -on-gfesb03_20100105-17-13-34-718.h17
000080_CTLID_20080910052725_01MSG_-on-gfesb03_20100105-17-13-46-653.hl7
000080_CTLID_20080910052725_02A___ -on-gfesb03_20100105-17-13-58-168.h17
000081_CTLID_2008091411438_01MSG_-on-gfesb03_20100105-17-14-02-656.hl7
000081_CTLID_2008091411438_02A___-on-gfesb03_20100105-17-14-13-839.hi7
000082_CTLID_20080912055143_01MSG_-on-gfesb03_20100105-17-14-24-063.hi7
000082_CTLID_20080912055143_02A___ -on-gfesb03_20100105-17-14-34-946,hl7
000083_CTLID_20080913121859_01MSG_-on-gfesb03_20100105-17-14-36-222.hi7

Let’s now boot gfesb02 in preparation for the Welvige (HTTP BC-based) test.

In my test gfesb02 started in time to join thednd process the last message.

50 of 59



Exercising Load Balanced, Highly Available, Horizally Scalable HL7 v2 Processing Solutions

gfesb03

-6

=) 000097_CTLID_20080913083314_01IMSG_-on-gfesb03_20100105-17-19-45-360.h17
= 000097_CTLID_20080913083314_02A___ -on-gfesb03_20100105-17-19-59-120.hi7
=) 000098 _CTLID_20080911054242_01MSG_-on-gfesh03_20100105-17-20-06-337.hI7
= 000098_CTLID_20080911054242_02A___ -on-gfesb03_20100105-17-20-20-363.hl7
=) 000029 _CTLID_20080915055511_01MSG_-on-gfesh03_20100105-17-20-30-269.hI7
= 000099_CTLID_20080915055511_024___ -on-gfesb03_20100105-17-20-44-330.hI7
= 000100_CTLID_20080912111854_01MSG_-on-gfesb02_20100105-17-20-53-556.h7
= 000100_CTLID_20080912111854_02A___ -on-gfesb02_20100105-17-21-11-266.hl7

The test is finished.

We are, hopefully, convinced that load balancing fail-over without message loss,
work for a solution using the HL7 BC.

We are also convinced that this configuration pilesihigh availability and facilitates
horizontal scaling (addition of more receivers)c&eer hosts can be added and
removed without interrupting message flow.

We know that while messages will not be lost, irtata circumstances they can be
duplicated. This must be must be accounted foolations that use this kind of
technology for high availability.

Testing resilience of the HTTP BC-based Solution
(Web Service)

We will start with all machines and all componestiarted and processing messages.
We expect messages to be processed in a roundmainer, alternating between
gfesb02 and gfesb03. Once 15 or so messages aesped, we will “crash” gfesb03
by closing the VMware Player window in which it siThis will cause retry
functionality, after timeout period, to be invoké&tle expect message flow to
continue without message loss and we expect messagew be processed by
gfesb02 only. This should be reflected in namahefoutput files. Once we reach 30
or so messages, we will boot gfesb03 again andfesait to start the GlassFish
Application Server and deploy all the receivers.sden as the WSRcvr has been
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deployed and the most recent load balancer bladkterval for the gfesb03 expired,
we expect to see gfesb03 to start picking up messagain. We expect this to also be
reflected in the names of the output files.

The pen load balancer considers gfesb02 to berseraed gfesb03 to be server 1.

o pen 9080 gfesb02 gfesb03 - C:\FOS5\pen)pen-0.17.

17:38:16: local addres
17:38:16: local addres
17:38:16: n = 1. addre 28088, maxcl

17:38:16: n = 1. addres gfesh@3,. pno 28088, maxcl

17:30:16: servers:

17:38:16:=: A 192.168.47.132:98808:8:8
17:38:16:=: 1 192.168.47.131:98868:8:8
17:38:16: file log to pen.log

17:30:16: mainloop_select()

17:38:16: last = B, used = B, max = 256

Let's begin by copying the file ADT_AO03_output_1BIF., containing 101 ADT A03
messages, to the data_ws directory, and obsevegansole windows and the
output directory until around 15 messages are gg@mk

Message processing commences and alternates bajfes®02 and gfesb03.

The load balancer sees “connection: close” HTTRI&eavhich was set in the
WSSndr BPEL process, and closes the connectionestd reply. This is what
facilitates round robin processing.
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17:34:85: match_acl<{@, 3I7529792>
17:34:85%: Successful connect to server A
17:34:85%: Client 172.168.608.2 has index @ and server @
17:34:85: store_conn: connections_used = 1
17:34:85: last = B, used = 1, max = 256
1i7:34:85: copy_upiéy 23i6 bhyies
AHESRecvr_SO0APInServicesUSRouvr_SOAPInPort HITPA1.1
connection: close
coAPAction: '
Accept: textsxml, multipartsrelated, textshtml, imagesgif. image~-Jjpeqg.

*®; g=.2, ¥%; g=.2

Content—-Type: textsxml;charset="utf-8"
User—Agent: JAR-UWS RI 2.1.3.3-hudson—-757-SNAPSHOT
Cache—Control: no—cache

Pragma: no—cache

Host: gfeshha.home 968806

Content—Length: 1952

<?xml version=""1.8" ?>{S0AP-EMU:Envelope xmlns:SO0AP-ENU="http:--zchema
z . xmlsoap.orgssoapsenve lope "> S0AP—ENU : Body>{ADT_AB3 xmlnz:mzgns="htt
p-//JEee netheana.urg/uddl/uﬂsndr/usﬂndr FlleIn" xmlnu-nuﬂ—"http-//JEE

We now crash gfesb03 and see what files are beiittgvto the output directory —
this is our primary indication of correctness ofss&ge processing.

For me all messages following message 000027 weregsed by the surviving
gfesb02.

| 000023_CTLID_20080910043829_01MSG_-on-gfesb03_20100105-17-35-20-621.h17
= 000023_CTLID_20080910043829_02A___ -on-gfesb03_20100105-17-35-20-932.hi7
=] 000024_CTLID_20080912091913_01MSG_-on-gfesb02_20100105-17-35-24-367.h17
= 000024_CTLID_20080912091913_02A___ -on-gfesb02_20100105-17-35-24-632.hl7
Bl 000025_CTLID_20080913083504_01MSG_-on-gfesb03_20100105-17-35-27-769.h17
= 000025_CTLID_20080913083504_02A___ -on-gfesb03_20100105-17-35-28-149.hl7
=l 000026_CTLID_20080911105607_01MSG_-on-gfesh02_20100105-17-35-34-497.hl7
= 000026_CTLID_20080911105607 02A___ -on-gfesb02_20100105-17-35-34-830.hl7

000027_CTLID_20080910083640_01MSG_-on-gfesb03_20100105-17-35-35-759.hl
000027_CTLID_20080910083640_02A__ -on-gfesb03_20100105-17-35-36-150.h17
000028_CTLID_2008091411050_01MSG_-on-gfesb02_20100105-17-35-39-49 1.hl7
000028_CTLID_2008091411050_02A___ -on-gfesb02_20100105-17-35-39-796.hl7
000029_CTLID_20080913055930_01M5G_-on-gfesb02_20100105-17-35-46-870.hl7
000029_CTLID_20080913055930_02A__ -on-gfesb02_20100105-17-35-47-145.h17
000030_CTLID_20080913035640_01MSG_-on-gfesb02_20100105-17-35-51-912.hi7
000030_CTLID_20080913035640_02A___ -on-gfesb02_20100105-17-35-52-177.h17
000031 _CTLID_20080910073823_01M5G_-on-gfesb02_20100105-17-36-01-016.hl7
000031_CTLID_20080910073823_02A__ -on-gfesb02_20100105-17-36-01-320.h17
000032_CTLID_20080909045452_01MSG_-on-gfesb02_20100105-17-36-05-823.hl7
000032_CTLID_20080909045452_02A___ -on-gfesb02_20100105-17-36-06-058.h17
000033_CTLID_20080912103830_01M5G_-on-gfesb02_20100105-17-36-13-281.hl7
000033_CTLID_20080912103830_02A___ -on-gfesb02_20100105-17-36-13-558.h17
000034_CTLID_20080912055832_01MSG_-on-gfesb02_20100105-17-36-34-826.hl7
000034_CTLID_20080912055832_02A___-on-gfesb02_20100105-17-36-34-764.h17
nnn35_cmt::_zunaug 15114220_01MSG_-on-gfesb02_20100105-17-36-41-245.hi7

Let’s boot gfesb03 and see it picks up the workload

While gfesb03 is not available the load balandestto connect to it every 60 seconds
to see if it becomes available.
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B2A___ —on—gfeshB2{-M5A.2><M5A. 3}Huat gfedhEZ accepted and furuarded th
e messaged -MEA.I>{MEA.S2DL{ MEA.5>{ MEA>{ ACK>{ SOAP—ENU : Body><{ 80AP-EN
: Enuelupe)

—H5 17:38:18: last = B, used = 1, max = 256

—@A5 17:38:18: copy_down<B> B hytes

2@1@ @1-05 17:38:18: close_conn: connectionsz_used = A
2010-81-85 17:38:18: last = B, used = B, max = 256
2010-81-85 17:38:54: match_acl<B, 375%29792>

2018-81-85 17:38:54: Bypassing client tracking

20180-A1-85 17:38:54: Trying server 1 at time 1262673534
2010-81-85 17:38:54: match_acl<B, 375297%2>

2010-A1-85 17:38:59: alarm_handler<id}

2010-A1-85 17:38:59: Trying =zerver B at time 1262673539
2010-A1-85 17:38:59: match_acl<B, 375297792>

2010-81-85 17:38:5?: Successful connect to server @
2018—81-85 17:38:59: Client 192 168 _60.2 haz index B and server @
2018-A1-@85 17:-38:59: ﬂture_punn- cunnectlunﬂ_uﬂed =1
2018-81-85 17:38:59: last = B, used = 1, max = 256
2010-A1-85 17:38:59: copy_upi@> 2346 hytes

2346: POST AWSRcur SOAPInService WSRocur SOAPInPort HTTP-A1.1
connection: close

SO0APAction: '

Accept: textsxml, multipart-related. text-shtml, imagersgif,. image/jpeqg.
*®; g=.2, =s%; g=_2

Content—-Type: textsxmli;charset="utf-8"

Uzer—Agent: JAX-WS RI 2.1.3.3-hudson-757-SHAPSHOT
Cache—Control: no-cache

Pragma: no—cache

Host: gfeshha.home - 98808

Content—Length: 1982

“¥xml version="1.8" ?>{S0AP-EHU:Envelope xmlns:S0AP-EHU="http: - schema
s.xm%suap.urg/suap/enuelupE/"}<EOHP—ENU:Buqy}<HDT_HEE xmlns:msgna="htt

While gfesb03 boots and starts deploying applicatib may be in a state which
convinces the WSSndr (HTTP BC) that it is availdbleprocessing messages, where
in fact it is not. The solution we are exercisirgpes with this situation in the same
way as it does with the server not being therdl atiatimes out and retries.

e (HttpC
. transport.http.client.HttpTransportPipe .process (HttpTransportPipe . java

1.w=.transport.http.client.HttpTransportPipe . pr st (HttpTransportPip

1.w=.transport.DeferredTransportPipe . pr est (DeferredTransportPip

Once gfesb03 is ready and the load balancer contedt it re-joins the fold and
starts processing its share of the workload.
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Here too we see some message duplication. Théigslighted set of messages,
000053, was both submitted by gfesb02. The finsetmessage acknowledgment did
not came soon enough and caused redelivery. Sfasb@B was not available the

retry used gfesb02, the only available host. Insé@nd case, message 000055,
gfesb03 was already available and was asked t@gsdbe message again. As before,
messages were duplicated but none was lost.

=] 000052_CTLID_20080914055430_01MSG_-on-gfesb02_20100105-17-40-54-277.hi7
= 000052_CTLID 20080914055430_02A__ -on-gfesb02_20100105-17-40-54-701.hl7
i 000053_CTLID_20080912105651_01MSG_-on-gfesb02_20100105-17-41-10-258.hI7
(= 000053 _CTLID_20080912105651_01MSG_-on-gfesbi2_20100105-17-42-09-051.hi7
IZIEIIIIE3_CTLID_2IZIEISEI‘3 12105651_02A___-on-gfesb02_20100105-17-42-09-486.hl7 __,/’I
= 000054 _CTLID_20080214074108_0IMSG_-on-gfesb02_20100105-17-42-45-586.hl7
= 000054 CTLID 20080914074108 02A  -on-gfesb02 20100105-17-42-45-987.hi7
= 000055_CTLID_20080911091907_01MSG_-on-gfesb02_20100105-17-43-46-629.hI7
| =] no0055_CTLID_20080911091907_01MSG_-on-gfesb03_20100105-17-43-00-785.hi7
' 000055_CTLID_20080911091907_02A___-on-gfesb02_20100105-17-43-47-014.hi _;;/’I
=l 000056_CTLID_20080912062443_01IMSG_-on-gfesb03_20100105-17-43-55-532.hI7
= 000056_CTLID_20080912062443_02A___ -on-gfesb03_20100105-17-43-59-884.hl7
=] 000057_CTLID_20080910111440_01MSG_-on-gfesh02_20100105-17-44-03-706.hi7
= 000057_CTLID_20080910111440_02A___-on-gfesb02_20100105-17-44-03-995.hl7
=] 00058_CTLID_2008021008837_01MSG_-on-gfesh03_20100105-17-44-09-735.hI7
= 000058_CTLID_2008091008837_02A___-on-gfesb03_20100105-17-44-12-266.hI7
=] 000059_CTLID_2008091402143_01MSG_-on-gfesb02_20100105-17-44-14-977.hi7
= 000059_CTLID_2008091402143_02A___-on-gfesb02_20100105-17-44-15-274.h7
=] 000060_CTLID_2008091506312_0 IMSG_-on-gfesb03_20100105-17-44-24-340.hi7
== 000060_CTLID_2008091506312_02A___-on-gfesb03_20100105-17-44-24-643.h7
=] 0006 1_CTLID_200802910023251_01MSG_-on-gfesh02_20100105-17-44-27-69 L.hi7
= 000061_CTLID_20080910023251_02A___-on-gfesb02_20100105-17-44-28-022.hl7

Once things settled down, message processing eteeompletion, with messages
being processed alternating between gfesb02 asth@de

55 of 59



Exercising Load Balanced, Highly Available, Horizally Scalable HL7 v2 Processing Solutions

Load balancing works. Fail-over works. The HTTP B&sed receiver solution is
highly available. Additional hosts can be dynamicadtroduced to horizontally scale
the solution for extra processing capacity.

Testing resilience of the JMS BC-based Solution

We will start with all machines and all componestiarted and processing messages.
We expect messages to be processed in a roundmainer, alternating between
gfesb02 and gfesb03. Once 15 or so messages aesped, we will “crash” gfesb03
by closing the VMware Player window in which it siThis will cause retry
functionality, after timeout period, to be invoké&tle expect message flow to
continue without message loss and we expect messagew be processed by
gfesb02 only. This should be reflected in namafefoutput files. Once we have
seen enough messages, we will boot gfesb02 agdiwain for it to start the
GlassFish Application Server and deploy all theenegrs. As soon as the JIMSRcvr
has been deployed we expect to see gfesb02 tqstking up messages again. We
expect this to also be reflected in the namesebitltput files.

Recall that this solution implements the “Compe@ansumers” EIP pattern, using
JMS as the shared infrastructure. Since there isatbalancer we will not see server
selection.

Let’s begin by copying the file ADT_AO03_output_1BIF, containing 101 ADT A03
messages, to the data_jms directory, and obsetivéhgonsole windows and the
output directory until around 15 messages are gssmk

Message processing commences and alternates bejfes®02 and gfesb03.
Console windows provide feedback on messagingigctiv
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JMSSndr logs the wait for acknowledgement attempich is synonymous with an
attempt to deliver a message to the receiver €i@iton” means the first time delivery
is attempted. This will be successful until receifeéls, at which point “1 iteration:”
will be shown, meaning that the retry functionalitythe IMSSndr was invoked.

So far messages were processed mostly by altegnatweivers. The round robin
sequence is not strictly followed since there isway to configure it. If the receiver
processes a message fast enough it may get amogissage.

=l 000020_CTLID_20080915052731_01IMSG_-on-gfesb03_20100105-18-00-14-117.hI7
= 000020_CTLID_20080915052731_02A___ -on-gfesb03_20100105-18-00-14-210.hl7
=] 000021_CTLID_20080911112130_0IMSG_-on-gfesb2_20100105-18-00-15-423.hi7
= 000021_CTLID_20080911112130_02A___ -on-gfesb02_20100105-18-00-15-572.hl7
=) 000022_CTUID_20080911093549_01MSG_-on-gfesh03_20100105-18-00-23-163.hi7
= 000022_CTLID_20080911093549 02A__ -on-gfesb03_20100105-18-00-23-403.hl7
=] 000023 _CTLID_20080910043829_01MSG_-on-gfesb02_20100105-18-00-29-255.hi7
= 000023_CTLID_20080910043829_02A___ -on-gfesb02_20100105-18-00-29-308.hl7
=l 000024_CTLID_20080912091913_01MSG_-on-gfesb03_20100105-18-00-37-098.hI7
= 000024_CTLID_20080912091913_02A___ -on-gfesb03_20100105-18-00-37-175.hl7
=] 000025_CTLID_20080913083504_0 IMSG_-on-gfesb2_20100105-18-00-38-013.hI7
= 000025_CTLID_20080913083504_02A___ -on-gfesb02_20100105-18-00-38-142.hl7
=] 000026_CTLID_20080911105607_01MSG_-on-gfesh03_20100105-18-00-43-875.hi7
= 000026_CTLID_20080911105607 02A___ -on-gfesb03_20100105-18-00-43-942.hl7
=] 000027_CTLID_20080910083640_0 IMSG_-on-gfesb02_20100105-18-00-55-692.hl7
= 000027_CTLID_20080910083640_02A___ -on-gfesb02_20100105-18-00-55-784.hl7
=] 000028 _CTLID_2008091411050_01MSG_-on-gfesb02_20100105-13-00-57-778.hi7
= 000028_CTLID_2008091411050_02A___ -on-gfesb02_20100105-18-00-57-833.hI7
=] 000029_CTLID_20080913055930_0 IMSG_-on-gfesb02_20100105-18-01-07-579.hI7
= 000029_CTLID_20080913055930_02A___ -on-gfesb02_20100105-18-01-07-697.hl7
=) 000030_CTLID_20080913035640_01MSG_-on-gfesh03_20100105-18-01-09-243.hi7
== 000030_CTLID_20080913035640_02A___ -on-gfesb03_20100105-18-01-09-354.hl7
=] 000031_CTLID_20080910073823_01IMSG_-on-gfesb02_20100105-18-01-18-374.h7
= 000031_CTLID_20080910073823_02A___ -on-gfesb02_20100105-18-01-18-462.hl7

Let's crash gfesb02, for a change, and see retwstifunality in action.

Console window on gfesb01 shows retry activity.
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Note, in the first callout, that the ACK was retedby it was empty. The explicit
retry logic cause another attempt to be made (skcaltout), which succeeded and
returned a non-empty ACK (third callout).

Message processing then settled down to gfesb@3 onl

= 000048 _CTLID_20080912062251_02A__ -on-gfesb03_20100105-18-03-06-904.hi7
&=l oooo4s_cTLID_20080914053019_01MSG_-on-gfesh02_20100105-18-03-14-262.hi7
= 000048 _CTLID_20080914053019_02A___-on-gfesb02_20100105-18-03-14-320.h17
=l oooos0_cTLID_20080916075637_01MSG_-on-gfesh03_20100105-18-03-13-926.hi7
= 000050_CTLID_20080916075637_02A__ -on-gfesb03_20100105-18-03-20-065.hi7
=) 000051_CTLID_20080915111152_01MSG_-on-gfesb02_20100105-18-03-24-378.h17
= 000051_CTLID_20080915111152_024__ -on-gfesb02_20100105-18-03-24-460.h17
|5 0o0052_CTLID_20080914055430_01MSG_-on-gfesb03_20100105-18-03-27-713.h17
= 000052_CTLID_20080914055430_02A__ -on-gfesb03_20100105-18-03-27-921.hI7
&=l 0o0053_cTLID_20080912105651_01MSG_-on-gfesh03_20100105-18-04-30-251.hi7
= 000053_CTLID_20080912105651_02A___-on-gfesb03_20100105-18-04-30-408.h17
=) 0o0054_CTLID_20080914074108_01MSG_-on-gfesh03_20100105-18-05-47-287.hi7
= 000054_CTLID_20080914074108_02A__ -on-gfesb03_20100105-18-05-47-305.hi7
=) 000055_CTLID_20080911091907_01MSG_-on-gfesb03_20100105-18-06-58-570.h17
= 000055_CTLID_20080911091907_024__ -on-gfesb03_20100105-18-07-08-820.h17

Let’s start gfesb02. Once started, it rejoinedftte and started processing messages
as before.
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Once things settled down processing continuedrouad robin fashion until the run
was completed.

Load balancing works. Fail-over works. The JMS Bf34dx receiver solution is
highly available. Additional hosts can be dynamicadtroduced to horizontally scale
the solution for extra processing capacity.

Summary

This note walked through the preparation of thes&ffésh ESB v2.2 VMware Virtual
Appliances for Load Balancing and High Availabilgyercise and deploying ready-
made GlassFish ESB solutions. The exercise for BiC+based, Web Service-based
and JMS-based highly available, load balanced hanidontally scalable receivers,
processing HL7 v2.3.1 messages, was conductediatksded.

We now have three GlassFish ESB VMware Applianads GlassFish ESB v2.2
Runtime infrastructure, ready to use for furtheassFish ESB Load Balancing and
High Availability exercise.

We are now convinced that for the applicable ctdsSlassFish ESB-based solutions
load balancing and dynamic failover without mesdags work. For these classes of
applications this provides for high availabilitydahorizontal scalability without
resorting to Application Server or Operating Systustering.
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